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Abstract
This paper looks at granularity issues in machine translation evaluation. We start with work by (White, 2001) who examined the
correlation between intelligibility and fidelity at the document level. His work showed that intelligibility and fidelity do not correlate
well at the document level. These dissimilarities lead to our investigation of evaluation granularity. In particular, we revisit the
intelligibility and fidelity relationship at the corpus level. We expect these to support certain assumptions in both evaluations as well
as indicate issues germane to future evaluations.
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Abstract
This paper looks at granularity in machine translation
evaluation. We start with work by (White, 2001) who
examined the correlation between intelligibility and
fidelity at the document level. His work showed that
intelligibility and fidelity do not correlate well at the
document level. These dissimilarities lead to our
investigation of evaluation granularity. In particular, we
revisit the intelligibility and fidelity relationship at the
corpus level. We expect these to support certain
assumptions in both evaluations as well as indicate issues
germane to future evaluations.

Introduction
Machine Translation Evaluation has been costly to
perform (e.g., White & O'Connell, 1994; Doyon, et al.,
1998). Costs include corpus collection and vetting,
arranging for human evaluators, controlling for human
factors, etc. Therefore, for nearly as long as Machine
Translation (MT) evaluations have existed, MT
practitioners have sought less costly MT evaluation
(MTE) techniques (e.g., van Slype, 1979). Two paths
have arisen in the quest for reducing the amount of time
and expense involved in MTE.

The first is to find metrics whose values correlate well
with other quality judgments. That is, if one could find a
correlation between the adequacy of MT output and the
informativeness of it, one of these two metrics could
safely be eliminated from testing, reducing the overall
evaluation cost.

The second path, which gained prominence only recently,
is to look for automated evaluation methods. The advent
of automated evaluation methods represents a search for

metrics which are similar to the Word Error Rate (WER)
measure from speech transcription (Jurafsky & Martin,
2000). A single, agreed upon metric which correlates well
with human quality judgments could do for machine
translation (MT) what WER did for speech transcription.
That is, provide an agreed-upon method for evaluating
systems which also permits comparisons both horizontally
(across systems) and vertically (across evaluations). The
more frequent evaluations possible with automated
metrics could facilitate large gains in MT development, by
providing an accessible metric for constant system testing.
Additionally, these metrics could even be embedded in
MT system development algorithms to learn MT. The
developers of these automated metrics seek ones which
are straight-forward, relatively rapid and which correlate
well with human quality judgments. One metric,
BiLingual Evaluation Understudy (BLEU), reports a
strong correlation with human judgments (Papenini et al.,
2002b).

Evaluation Granularity
Examination of correlations along the two paths have
yielded questions about evaluation granularity. The
granularity of the evaluation is defined as the lowest
amount of text for which a final score can be calculated.
Early evaluations focused on the sentence level with
scores given on a sentence by sentence basis. Regardless
of the scale used (e.g., ALPAC, 1966; Wilks, 1992;
Corston-Oliver et al., 2001), the judgment of the
evaluators concerned the sentence itself. It was
recognized even then (e.g., ALPAC, 1966; van Slype,
1979) that the sentence was not necessarily the right level
of granularity. For adequacy, a sentence was often
deemed as too long. For intelligibility, intra-sentential
phenomena encouraged looking at something larger than a
sentence or looking at the sentence in context (e.g., van
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Slype, 1979; White & O'Connell, 1994). Often,
evaluations were limited by the number and availability of
raters and size of test corpus available. Evaluations
designed for statistical relevance tended to be large scale,
requiring hundreds of raters and large amounts of
resources (e.g., White & O'Connell, 1994).

In the search for correlated human judgments, two metrics
which intuitively should correlate to some degree -
adequacy and fluency - have not in practice (e.g., White,
2001) correlated at the text level. This lack of correlation
has caused closer examination at evaluation granularity to
find the set points of these metrics.

To address the need for automated evaluation, recent MT
evaluations have tended towards using techniques which
are best served by large bodies of data. Evaluators in this
vein (e.g., Papenini et al., 2002a; Papenini et al., 2002b;
Melamed et al., 2003) have relied on large corpora of
reference translations. The basis of score acceptance is
often its correlation to aggregated human judgments. For
instance, Papenini et al. (2002a) show the correlation of
the BLEU scores to human judgments at the corpus level;
where the corpus consists of over 100 texts (per system)
with each text at roughly 400 words. At this level of
granularity, the metric correlates well with the human
judgments. Since BLEU and metrics like it rely on
multiple reference translations or large document
collections to ensure statistical reliability, it tends to work
at the document or corpus level.

Much of BLEU's strength derives from the fact that it was
shown to correlate well (R2 ~0.95) with human judgments
on the corpus level (Papenini et al., 2002a). At the
sentence level, BLEU exhibits some anomalies,
particularly for poorly translated sentences. Unless a
four-gram can be found, the algorithm as distributed gives
a zero score to the sentence1. Therefore, the question of
the lowest practical granularity for evaluation arises here
as well.

DARPA 1994 Data Set
The goals and results of the DARPA Machine Translation
Initiative of the early 1990's have been described in
numerous publications (e.g., Doyon et al., 1998, White
1995, White 2001). The initiative yielded an evolving
evaluation methodology culminating in 1994 (known as
"3Q94") with:

• a large corpus of multiple machine (and control)
translations of hundreds of newspaper articles in
French, Spanish, and Japanese;

• A  methodology  for  capturing  the  adequacy,
fluency,   and informativeness  of a  translated
passage; and

• Measures captured at the sub-sentence, sentence,
text, and system levels, comprising over 200,000
decision points scored by non-specialist human
evaluators.

Scoring for these metrics were defined along these lines:

1 The gram profile and the combination of the n-gram
scores can be changed to yield non-zero results.
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