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Abstract
Two string comparison measures, edit distance and n-gram co-occurrence, are tested for automatic eval-
uation of translation quality, where the quality is compared to one or several reference translations. The
measures are tested in combination for diagnostic evaluation on segments. Both measures have been used
for evaluation of translation quality before, but for another evaluation purpose (performance) and with an-
other granularity (system). Preliminary experiments showed that the measures are not portable without
redefinitions, so two new measures are defined, WAFT and NEVA. The new measures could be applied for
both purposes and granularities.

1    Motivation
When translating texts for external publication, an
important object of evaluation, for manual as well
as machine translation, is translation quality, such
as adequacy and fluency, particularly if the readers
have to perform a task or base their decisions on in-
formation in the publication, e.g. automotive service
literature.

So far, quality evaluation has mostly been done by
human evaluators, who can actually understand the
text and its translated form, which computers can-
not. But skilled human evaluators cost a lot, and are
not always readily available, so it seems a good idea
to save their efforts to one or possibly a few formal
evaluation rounds when the system has been trained
for a while. For the training periods, however, we
need some way of approximating their judgments.

Evaluating translation quality often involves com-
parisons of the translated text against the source text
(adequacy) or against other translations of the same
text (adequacy and fluency). Assuming we have a
training corpus of source texts aligned with refer-
ence translations, quality evaluation could be done
by string comparison.

A simple way of doing string comparison is to
count the edit distance between the source and target
texts, i.e. the minimum number of edit operations it
takes to turn the first into the other. Such a compar-
ison has been used in natural language applications
for a long time, and in evaluations of such applica-

tions (see Section 2.1).
In recent machine translation evaluation forums,

e.g. those performed by DARPA, it has also been
shown that n-gram measures correspond closely to
human evaluations of adequacy and fluency for ma-
chine translations, at least for ranking systems.

These evaluations have mainly been made for
fully-trained systems, on news texts, with English
as the target language, and with several reference
translations to evaluate against. In the ISLE tax-
onomy (ISLE, 2002), this would correspond to a
declarative evaluation.

For most systems under development, however,
reference translations are scarce—there is often only
one reference translation available—and if a system
should be trained on a specific domain and text type,
it is not so relevant to reuse general test sets for eval-
uation, should they exist for the language pair in
question, since the object of evaluation during train-
ing is to see how well the system performs on the
particular domain and text type, i.e. (1) whether a
change in the system makes the translation of the
training text better or worse, (2) how much the trans-
lations of the system versions differ, and (3) what
the difference is. In the ISLE taxonomy, the first
two would correspond to progressive (internal) eval-
uation, and the third to diagnostic evaluation.

In this paper, we will focus on the applicability of
the edit distance and n-gram occurrence measures
for another text type than news texts (Section 3), for
evaluations with only one reference translation (Sec-
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versions of segments where the current reference
translation displays problems of the kind described
above. Accepted versions might then be added in
"cloned" versions of the original reference, to cre-
ate a super model, much in the spirit of the Eval -
Trans (Nießen et al., 2000) tool, but using only
fully-accepted segments.

For the MATS corpus, there is only one refer-
ence translation, i.e. the one used for external
publication. The source documents are subject to
a controlled language, Scania Swedish (Almqvist
and Sågvall Hein, 2000), while the target doc-
uments are not, as yet, although work is under
progress (Sågvall Hein et al., 2002). This means
that there are some inconsistencies left in the ref-
erence translation used. Felsökning, for example,
is translated both as Troubleshooting and Trouble
shooting in the reference, while the system always
produces the former, i.e. the preferred form.

The advantage with the super model method is that
the original reference is kept intact, and could still
be used for formal evaluations where more than one
system are involved, possibly in conjunction with
clones of inconsistency corrections which are agreed
upon.

5   Applicability for Diagnostic Evaluation
Both edit distance and n-gram co-occurrence mea-
sures are based on string comparison, and measures
basically the same thing, but their characteristics dif-
fer somewhat, a difference which could possibly be
used for diagnostic evaluation at the segment level.
Compared to NEVA, WAFT generally gives a higher
score, for example. But there are other differences,
too.

The main weakness of edit distance measures is
that they are very sensitive to reversed word order.
The following candidate translation with its corre-

sponding reference translation, for example, will get
a WAFT score of 0, since the edit distance is as long
as the segment length.

    Src:    Cylinder, underdel
Cand:    Bottom cylinder
    Ref:    Cylinder bottom

N-gram co-occurrence measures, on the other
hand, are very sensitive to word level errors, par-
ticularly if the word in question is located mid-
segment and thus should partake in all possible n-
grams. The following candidate translation with its
corresponding reference translation will get a NEVA
score of 0.3250, since the mismatched word check7

breaks up the possible 4- and 3-grams:
Src:    Kontrollera backventilen.

Cand:    Check the check valve.
     Ref:     Check the non-return valve.

Mismatched words at the ends of a segment are
not penalised as hard, as in the following example8

(NEVA=0.4792):
Src:    Generator och remspännare

Cand:    Alternator and belt tensioners
Ref:    Alternator and belt tensioner

As has been mentioned earlier, NEVA showed a
much lower score when used with only one refer-
ence translation for the LREC set (see Section 4),
which could be a consequence of its sensitivity to
word errors.

Using knowledge of the measures' weak points,
scoring levels and differences of length between the
candidate and reference translation, it would be pos-
sible to single out segments with certain error types
in a diagnostic evaluation. In the MATS set, for ex-
ample, all segments where the NEVA scores were
greater than the WAFT scores displayed a reversed
word order problem, as in the following example,
where NEVA is 0.3250 and WAFT is 0:

Src:    Magnetventiler för insprutningstidpunkt
Cand:     Solenoid valves for injection timing

            Ref:      Injection timing solenoid valves
   When computing the edit distance using the dy-
namic programming technique, it is possible to
backtrack the edit distance computation and cre-
ate an edit operation alignment table (Navarro,
2001),   which  can  be  used  for finding confu-
sion pairs (or substitutions) such as variant forms
and synonyms (clip/clamp), inflectional errors (ten-
sioner/tensioners), or word errors (in/into).
   Inserted and deleted words could point out differ-

7 Check valve is the preferred variant.
8 Remspännare is ambiguous in number.
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ences in definiteness (the), or word order changes,
which could be used in conjunction with the WAFT-
NEVA difference to find out what parts were
changed, e.g. of or for for splitted noun clusters.
Insertions and deletions could also point to specifi-
cations and generalisations, if the inserted or deleted
word corresponds to a nominal modifier.

6   Conclusions
In this paper, we focused on the applicability of
edit distance and n-gram co-occurrence measures
for evaluations of translation quality, in particular
for technical manuals, one reference translation, and
diagnostic evaluation.

We found that the measures were applicable
for those purposes, although currently used mea-
sures for edit distance (WA) and n-gram occurrence
(BLEU) needed to be redefined in order to handle
evaluations at the segment level as well as they do
at the document and system level, and to handle
the characteristics of technical manuals. The re-
defined measures, WAFT and NEVA, respectively,
gave slightly higher scores than WA and BLEU, but
did not alter the ranking.

We also found that although the measures have a
higher scoring level when used together with several
reference translations, they are still able to rank at
all levels when used together with only one refer-
ence translation. NEVA had higher correlation val-
ues than WAFT, which seems to suggest that NEVA
is less sensitive to the number of references used.

Although both measures are based on string com-
parison, they differ in their sensitivity to certain er-
ror types: WAFT is more sensitive to word order
differences, while NEVA is more sensitive to word-
level errors. WAFT also has a higher scoring level
in general. These differences could be used to sin-
gle out certain error types in a diagnostic evaluation
or in correcting inconsistencies in a single reference
translation to make it more appropriate for its pur-
pose. Further testing needs to be done on how the
measures can help in diagnostic evaluation.
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