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Why should we care about
syntactic modeling of MRLs?
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- What Kevin said.
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| wash the car
Google translate
NX YN "X
(I Wath¥he car)

: English

?’l Hebrew

| wash the floor
Google translate

NX NOLVIY AN
(I washithe floor)

£




| wash the car
GOUSIE Masculine
NX YN IR
(I WaEhXhe car)

: English

?’l Hebrew

| wash the floor
GOUSI@ Feminine

NX NOLVIE X
(1 Washthe floor)
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Hebrew Fact 1

Hebrew Verbs are
morphologically marked for
Gender

(and Number, and Person, and Tense..)



Example English 2 Hebew

| wash the car | wash the floor

GOLngf Masculine GOUSIE' Feminine
NX YN "ax NX NOLVIE X
(1 WatPXhe car) (I washithe floor)
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re these bad translations?




| Example English B Hebrew

I wasrr, No. These are actually quite good.
Gooel-

NX \ No gender information in source.

(I Wa¥ Target must indicate gender.

translator uses world knowledge.
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ﬁe these bad translations?
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Let’s have some fun



Language Models as Social
Indicators

| love her

| love him



Language Models as Social
Indicators

| love her * NNIX 1IN
* | love him ° MNIX N
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Language Models as Social

Indicators
ove her ° NNIX 2NN MIX
ove him ° MMIX X
ove meat ° YK/ IX "AX
ove vegetables * P "X
ove to eat ¢ D1DND 2NN "X
° 1

ove to cook UZAY, IX
 PNU/N 2NN 1IX

ove hash
* NANINMIN "N

ove marijuana



Language Models as Social
Indicators

| hate him. * MIX 1NX.



Language Models as Social
Indicators

| hate him. * MIX 1NX.
| hate her.



Language Models as Social
Indicators

| hate him. * MIX 1NX.
| hate her. ° NNIX 1N,
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Language Models as Social

nate
nate
nate

nate

Nim.
ner.
Nim

ner

Hmm... is there
a message
here after all?

Indicators
* 1NN X,
e NNIN X,
« NN NI "IN
« NNIX 1N

Really? A dot?!
Not very stable...



Language Models as Social
Indicators

| love
| hate



Language Models as Social
Indicators

© ANIX MK

| love . 1N
| hate NXNY



Back to Machine Translation
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One English

<—

?

?

ove
NN

Many Hebrew

DY ANIX

4

Need to acquire more knowledge

v

* ... use larger parallel corpora

... use dictionaries

... use FSAs to model inflections



One English B2 Many Hebrew
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easy
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One English B2 Many Hebrew

Hebrew [ English:
easy

X 2amx U
love

MY ™M I lAvA




One English B2 Many Hebrew

Hebrew B English: Don’t worry about it.
easy Just say “love”.

MN NONN L The reafier will
love decide.

MY ™Y [ lAvA



One English (B2

Hebrew [ English:
easy

X NANMX O
love
X QANIX Ll love
Enghsblrhlebremi haTghy e
love | love ?RI2NIX "X
?R N 11X

EEARRLE Bl oty

love 28 TN2NIX "X

Many Hebrew

Don’t worry about it.
Just say “love”.
The reader will

decide.



One English (B2

Hebrew [ English:
easy

X NANIX L
love
X ANIX L love
Enghsbrhiebrams harRhye
love | love ?E 2ANIX "IN
LERARE 11X

EEARRLE Bl oty

love 20 NNIX "IN

Many Hebrew

Don’t worry about it.
Just say “love”.
The reader will

decide.

Which form to choose?
Translator must decide.

HOW??



When translating into an MRL:

* Many possible word forms

- Hard to acquire [but assume its solved]

* Need to choose correct inflection



One English (B2

Hebrew [ English:
easy

X NANIX L
love
X ANIX L love
Enghsbrhiebrams harRhye
love | love ?E 2ANIX "IN
LERARE 11X

EEARRLE Bl oty

love 20 NNIX "IN

Many Hebrew

Don’t worry about it.
Just say “love”.
The reader will

decide.

Which form to choose?
Translator must decide.

HOW??



One English B2 Many Hebrew

Hebrew B English: Don’t worry about it.
easy lust say “love”.
X N~ Just choose one at random? il
love In the worst case we’ll insult
someone..

X ONIX LliTove
E"&'ﬂ%@‘?@ hEﬁNe Which form to choose?

love | love 7B ANIX "IX
2l N X Translator must decide.

EEARRLE Bl oty

love 2E TANIN X HOW??



Hebrew Fact 2

Hebrew Verbs agree with Subject
on gender and number



Agreement dictates form

| love ?RIANIX "X
I NANIX "X
2R O ANIN "X

2B NIANINX "X



Agreement dictates form

| love ?RIANIX "X

singular singular

PRI NANIX "X
singular

2R O ANIN "X
singular

2B NIANINX "X

singular



Agreement dictates form

| love ?RIANIX "X

singular singular  singular

I NANIX "X

singular  singular

B O ANIX "X
plural  singular

2B NIANINX "X

plural  singular



Agreement dictates form

| love ?EIANMNIX

singular singular  singular

NI IN

singular  singular

B O ANIX "X
plural  singular x

2B NIANINX "X

plural  singular



no missing information

The girls love  ?E1 NMIMN2AN
PlfFINem

B NANIX. NININAN
B O AN NININAN

B N1IANIX NNINAN



no missing information

The girls love  ?E NININQAN
ﬂlfl’ﬂ&‘em sing / masc plural / fem

PR NARK MM/ fem

P8 D2 RN ferr

?[2] ﬂ]liﬂ] Tﬂl’]

fem gral [ fem



no missing information

The girls love  ?E NININQAN
ﬂlfl’ﬂ&‘em sing / masc plural / fem

PR NARK MM/ fem

P8 D2 RN ferr

?[2] ﬂ]liﬂ] Tﬂl’]

fem gral [ fem

X X X



When translating into an MRL:

* Many possible word forms
- Hard to acquire [but assume its solved]

* Need to choose correct inflection

 Inflection is determined based on information

which is to the word



Back to Google Translate

The boy washes the car washes the car



Back to Google Translate

The boy washes the car

MNONN DX VI VN

washes the car

NX
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Back to Google Translate

The boy washes the car washes the car
MNONN DX YN AV NR NERF
young-man ﬂmmn

Good job Franz?



Back to Google Translate

The boy with the sunglasses Washes the
floor

KX wvnwnopwnoy 1V

N3 with the sunglasses washes the car

Gooa job Franz?



Back to Google Translate

The bOV with the sunglaT&ANaSheS the

floor
< - >
NKX wnwnopwnoy 1V
NOX¥N with the sunglaTs.es washes the car
<— >
NX YO wnwn opwn oy

N"M10NN
Good job Franz?



Back to Google Translate

The bOV with the sunglaT&ANaShes the

xloor _‘
< b >

NKX wnwnopwnoy 1V
9371 with the sunglaTs.es washes the car
x <_I_' >
NX YUY wnwn opwn oy
NnonNn

Good job Franz?




Back to Google Translate

The bOV with the sunglaT&ANaShes the

xloor _‘
< b >

young-man
NKX wnwnopwnoy 1V
937N with the sunglasses washes the car

X ] :
NX S0 wnwn opwn Dy
N"11ONN chick

Good job Franz?
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* Long distance agreement

* Can’t be represented in phrase-table

 Can’t be represented in n-gram LM

> Local “semantic” information from LM/Phrase
> Bad translation (ungrammatical)



What happened?

* Long distance agreement

* Can’t be represented in phrase-table

 Can’t be represented in n-gram LM

> Local “semantic” information from LM/Phrase
> Bad translation (ungrammatical)

It’s not Franz’s fault, but the system’s



When translating into an MRL:

* Many possible word forms
- Hard to acquire [but | assume its solved]

* Need to choose correct inflection
 Inflection is determined based on information

which is external to the word and frequently
far away from it



S-V Dep-Length Count Percent
\/l 1 3218 42%
2 1504 19%
3 914 12%
M: 4 405 5%
- 5 297 4%
>5 1322 17%
Ne
Distance from Verb to Subject in the Hebrew Dependency
INfl Treebank (news domain) |ti0n

which is external to the word and frequently
far away from it
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M

Ne
Inf

S-V Dep-Length Count Percent
1 3218 42%
2 1504 19%
3 914 12%
4 405 5%
5 297 4%
>5 1322 17%

Distance from Verb to Subject in the Hebrew Dependency

Treebank (news domain)

|tion

which is external to the word and frequently

far away from it

2 words apart is already
though for reliably estimating
in an n-gram based system!
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When translating into an MRL:

* Many possible word forms
- Hard to acquire [but | assume its solved]

* Need to choose correct inflection

 Inflection is determined based on information
which is external to the word and frequently
far away from it

Phrase based + N-gram LM can’t do it
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* No need for word-external information
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What if both languages are MRLs?

-+ Gender/number marked on both sides
* No need for word-external information

* We can translate wordlword again
* MRLE MRL is easy!

Wrong!




What if both languages are MRLs?

-+ Gender/number marked on both sides

- agreement patterns differ between languages
- gender information differ between languages
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What if both languages are MRLs?

Example:

- Spanish and Hebrew have adjective-noun
agreement

— new shirt — new computer
. * TN 2NN
« 00 .0

— new car
. VN &— nuevo

s£§

e nuévo automovil



What if both languages are MRLs?
EX:

- Many-to-many mapping

- Correct form still depends on external information
- More chances for error

- Acquiring all the pairs from parallel corpora is

— AéREhirt — new computer
. * TN 2NN
« 00 .0
— new car
. VTN &—= nuevo

. ==
e nuévo automovil



Phrase-tables and n-grams
still can’t do it

Must consider (at'least) syntax



When Translating into an MRL:

- MT systems must be aware of gender/number
* Should have a notion of agreement

- Use syntax to enforce agreement



Source-side Syntax

washes
boy floor
e _—
The with the
sunglasses

=
the



Source-side Syntax

washes
s o
boy floor
e _—
The with the
sunglasses
=

the

V1  masc/sing
T2 masc/sing
T1N2 masc/sing



Source-side Syntax

washes
subj obj
boy floor
/\ /
The | with the
sunglasses
_—
the
AU masc/sing
. OV fem /sing
W1 masc/sing N masc/plural
T>' masc/sing OV fem /plural

T1N2 masc/sing 0



Source-side Syntax

pere®”
| washes
subj obj
G
boy floor
/\ /
The | with the
sunglasses
P
the
AU masc/sing
oLV f [
V1  masc/sing em /5|r|1g |
T2 masc/sing 11 masc/plura
OV fem /plural

T1N2 masc/sing 0

Ll e Y e YA



Source-side Syntax

pere®”
washes
———
boy floor
e _—
The with the
sunglasses
=

the

YUY/ masc/sing
I/ fem /sing
n lural

OV fem /plur
0

Ll e Y e YA

V1  masc/sing
T2 masc/sing
T1N2 masc/sing



Source-side Syntax

— | washes

- How to obtain gender/number information?
- How to decode efficiently?
- Agreement behavior is not always that simple

Al lblUJJ\-J

=
the

YUY/ masc/sing
I/ fem /sing
n lural

OV fem /plur
0

Ll e Y e YA

V1  masc/sing
T2 masc/sing
T1N2 masc/sing



Target-side Syntax

XLNT transducers can model agreement



Target-side Syntax

XLNT transducers can model agreement

NNmasc/sing (T2')& boy
VBmasc/sing (YOIW)& washes
VBfem/sing (NDVIY/ )2 washes

NPmasc/sing(x0:DT x1:NNmasc/sing x2:PP) [ x0 x1
X2

VPmasc/sing (x0:VB masc/sing x1:NP) x0
x1

Smasc/sing(x0:NPmasc/sing x1:VPmasc/sing)
x0 x1



Target-side Syntax

XLNT transducers can model agreement

NNmasc/sing (T72')] boy
VBmasc/sing (V)] washes
VBfem/sing (NDLVIY/)[] washes

Gender and number
information
encoded in the lexical rules

NPmasc/sing(x0:DT x1:NNmasc/sing x2:PP)

1 x0 x1 x2

VPmasc/sing (x0:VB masc/sing x1:NP)

1 x0 x1

Smasc/sing(x0:NPmasc/sing x1:VPmasc/sing)
[ x0 x1



Target-side Syntax

XLNT transducers can model agreement

NNmasc/sing (T72')] boy
VBmasc/sing (V)] washes
VBfem/sing (NDLVIY/)[] washes

NPmasc/sing(x0:DT x1:NNmasc/sing x2:PP)

1 x0 x1 x2

VPmasc/sing (x0:VB masc/sing x1:NP)

1 x0 x1

Smasc/sing(x0:NPmasc/sing x1:VPmasc/sing)
[ x0 x1

Gender and number
information
encoded in the lexical rules

Agreement information
encoded in the grammar



Target-side Syntax
XLNT transducers can model agreement
- How to obtain gender/number information?

“Grammar is going to be huge (can we make it smaller?)
~How are we going to obtain the grammar?
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* Many inflections B high OOV rate
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On The Parsing Side of Things

Most work on parsing MRLs

- consider morphology to be ¢
* Many inflections B high OQV r:

- lgnoring morphology at syntax-ievel

Recently:

- Smarter modeling of morphology at syntax level

- Using morphological agreement to improve
parsing

>

AN
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Rebels without a cause?

Crhn~lich avamarmaatricalitg ic

Syntax-bd - | should work harder.

~ Neat! * Not many agreement mistakes to
begin with.

- Only me . L
Agreement is a generation issue

Syntax-le more than a parsing one.

- Neat!

- Only marginally better than ignoring it



Rebels without a cause?

* Syntax-based MT:
- Neat!
- Only marginally better than phrase-based

* Syntax-level morphology in parsing:
- Neat!
- Only marginally better than ignoring it
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* Translating into MRLs brings new challenges

* Syntax is crucial
- If you are not looking into syntax, you should!
- |f you are looking into syntax — look deeper!

Plenty of interesting work to be done
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