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Our Statistical Machine Translation

Feature:

Large number of Japanese-English parallel sentences
698,973 Japanese-English parallel sentences.

Long phrase tables (20 word)
3,769,988 phrase tables

Standard Tools (moses,GIZA++,etc)

Challenge the contest for IWSLTO7:

BLEU score = 0.4321




The Strategy of Our Statistical Machine Translation

Evaluate English sentences — Adequacy & Fluency

We believe :
Adequacy ~ translation model P(E/J)

high adequacy - long phrase
long phrase — a large number of
J/E parallel sentences
Fluency ~ language model P(E)

word trigram -  enough to express the fluency



Large number of Japanese-English
Parallel Sentences

Collect many Japanese-English parallel sentence

possible

Japanese English Electronic Dictionaries
CD-ROMs

Network
English sample sentences

8 types in electronic medias.

as



A: Open Format for Electronic Dictionaries
EPWING format:

Based on JIS code

Extracting raw sentences is very easy

Over 50 kind of Dictionaries

Many parallel sentences

Not so easy to extracting parallel sentences.

Parallel sentences are normally completely embedded
In raw  dictionary characters

Make many small tools
(to extract parallel sentences for each electronic media)

M ol € =72S , == HInvw=y S,  InH»



B:Special Format in Electronic Dictionaries

Extracting parallel sentences is very hard

Random House:
Format of this dictionary has already been analy

- EDRARMERARFAAFH

We analyzed this format



C: Books with CDROMSs

Some books are published with CDROM
Enables extracting parallel sentences from CDROM
(small parallel sentences)

Example: X E X AL & —X | KEE8



D: Internet

Parallel sentences are in the Internet.
Simple example sentences
Educating for middle school children.

Example “ REEHEIAHT—XX—A "in ALC



E: Newspapers

Publish both Japanese and English newspapers.

Japanese articles do not correspond to English
articles.

(NICT published parallel sentences with some errors)



F: Published Parallel Sentences

- Very few case.

Example ;" RN ED R AL X —3X 5 KEFHE ",




G: Unpublished Parallel Sentences

Best kind of Japanese-English parallel sentences
No errors and Best English translation.

Machine translation researchers actively collect
Cannot be given to other researcher.

Example : "IPAL English sentences”.

(we did not use these parallel sentences for IWSLTO7)



H: Future database(not use)

“Project 2H%H (Sugita Genpaku)"
Collect no copyrighted books and translate in English

“‘Patent Text"
About 2,000,000 Japanese English parallel sentences



Total Extracted Parallel Sentences

698,973 parallel sentence

8,439,907 words in English
10,367,940 words in Japanese

Simple sentences:70%
Complex or compound sentences:20%

Very long sentence:10%

Descriptive text :Most Dialog text :Little



Example of Extracted Parallel Sentences

TR BELIEARY)REO2H TV,

She was listless and had a vacant stare.

ENfE&Za@Eil> THRN,

A star shot across the sky.

HEAEBENEABEICEAICE>TEBL

He started to say something, then thought better of it.

B kiEZU D ERYIERS TV,

He stared back the way he had come.
EAREEROBVENETHLZZUDERDH I,

He stared at her glassily.

WITOZEICHTDEF1UTa PYPI—23IaVOERRELITHY, RmXlETh
SNERZHSHICTD L ZFHAAD,

There are varying definitions of a security association in current standards and this paper
attempts to clarify these definitions.

AWMU T, 1TATBROC2XTOBREREZMSZHIZ, VFY—RYVAEFEZHRE
DEEHAIBEETHVLS,

In this paper, Richardson extrapolation is used in conjunction with the finite difference
method to solve both one- and two-dimensional electrostatics problems.



Number of extracted parallel sentences (in some parts)

Name of Dic. Type [#sentences
AA BEERYE D 5273
AC | FTuwAa—il#EH A 39923
AD | FlLrh—HEFEH A 20701
AE | FiRHEHITEs F 3826
AF | EXRFTEHATSR G 24000
Al R IRAL Z—HAFHA A 9355
AJ HEAGLESGEEFA. fmBJ—X F 13830
AK | LDB F 33
AL | SENSEVAL ®HiHJ—/TA A 1096
AM  [ESHAEESR A 40334
AO |/EEIF =ENH- WHFH F 1330
AQ | THE#H FmERILHAEHR A 103064
AR | T LN AERBEE A 39517
AS R ARNrEHERE A B 9309
AT | OQvE1—*BAEHHEEIN A 3283
AU [#HBRAI—NA A 400
AW | BERASEHEARET SRR I—NA . HEdx D 143
AX BERAFHEMRET FHEFI-/NA  AREFRT D 334
AY |EHEHBAT—2~—X D 758
AZ st BEEY T AREHlRA A 952
BA |¥EAEFENEKTV D A 304
BB | HEATEH A 27599
BE | IT#3—RILFIFEH G 2030
BF |®EHMAN - TAI-—NATRFEMBAR - HEO-/VATEHB 265
BG |BA#FExHTFA G 3721
BH |HEx#t IFFEEFEavy A 58005
Cl B DT B E X =) s W hEA =R C 1360
CK | i ET—29 E 122078
CO |NHK¥ & LWEZRAHE RN 7 L —Afri C 7055
CQ |BRAHFRHEXTFHL EBHUTHRCEEE) A 10195
CR | TZ=Z"7REF- FiFs A 5319
CS |EAYIH T2 AR FIEFEHCD-ROMIR A 2232
CT |#iedT7AY BErHATSES D 2447




Tagging & Case

"chasen" for Japanese tagger.
Example " TRABLLIEARYEDHTVWE, ”
> "TTRN B FARY) BEO2H T W 1.

Punctuation procedure in English sentence.
Not change the case.
Example "Pass_the_bread,_please."

"Pass_the_bread_,_please._."



Long Phrase Tables (Adequacy)

We believe:
Adequacy ~ translation model P(E/J)
long phrase tables = achieve high accuracy

English to German
Word position is not so moved
—short phrase table

Japanese to English
Verbs are too moved from their original position.
— long phrase tables.



Long Phrase Table

train-phrase-model.perl (training-release-1.3.tgz)

To obtain long phrase table:
The parameter of max-phrase-length: 20

(default 7)
Other parameters :defaults

3,769,988 phrase-tables



Example of Phrase Tables

Z/ A ||| Ms. Ono? |||1 0.00194496 0.166667 0.0073622 2.718
ZF7 14 A % ||| tothe office as ||| 1 0.00253428 1 0.000555509 2.718
ANAAMNICEEORAAN KRV TWS O Z RUS |

feel the winds of change blowing in Ohio |||
17.18001e-13 1 9.03199e-08 2.718

ARL—ZOREO LD ICEBZE2EFEZ A TWVWSD . |
features an interlocked safety door for operator protection . |||
0.5 1.86027e-18 1 2.90433e-10 2.718

FRL—=—FTAIATLDODHR O ATD1—F L2 TEBREEEANO—RET 1
||

loaded into main memory by the operating system's scheduler . |||
19.01527e-17 1 8.61617e-08 2.718

FVDFILETZ , PEK FEHLEFETRR LU BANS EHFERTELIRE D EA
<

the original signal with an acceptable level of distortion while representing it in compact form |||

11.82164e-26 1 1.71529e-21 2.718 \\



Word Trigram Model (Fluency)

We believe:

Fluency ~ translation model P(E)

Used a normal trigram model
Not use higher N-gram model.
(the reliability for each parameter becomes low)

(trigram model may be the best language model
to express fluency?)



rigram model
ngram-count in "SRILM"

default parameters.

Number of ngram 1 : 126200

Number of ngram 2 : 1578329
Number of ngram 3 : 7797188

Ines.
Ines.
Ines.

-1.6732
-0.9031
-0.5052
-0.9031
-1.5305
-1.5305
-1.3544
-1.5305
-1.5305
-1.3544
-1.5305
-1.5305
-1.5305

for three years,
four three .

four three four
four three two
from three .

from three days
from three directions
from three major
from three months
from three o'clock
from three of

from three times
from three to

Example of trigrams



Standard Tools
GIZA++.2003-09-30.tar.gz
moses.2007-05-29.tgz
training-release-1.3.tgz(train-phrase-model.perl)

(Made only some small tools to build a temporal corpus.)



Distortion Weight in Decorder (Moses)

Distortion weight (weight-d) : 0.2
(default : 1.0}

The position of the verb changed significantly



Our Machine Spec.

"open-suse-10.2 AMDG64"
"AMD Opteron 185" (2.6GHz)”
‘4G byte DDR memory”

“About 30 minute for input 500 sentence”



Results of IWSLTO7

BLEU | Max Phrase length | # parallel sentences
0.4321 20 698,973
0.4184 7 698,973
0.4315 20 39,953
0.4182 7 39,953

Long Phrase Table —  Effective

Large Parallel Corpus —

Not so effective

(Most of parallel sentence is descriptive text,
Domain is very different)




Analysis of output 1: Simple Sentence
Good results and no errors.

A ARG H WD TT H .
—What's your size ?

WTREk D R TEHmZHESNh XL 2.

— Some pick-pocket stole my wallet on the subway .

£E5PL B L T e .
— A little shorter , please .



Analysis of output 2: Long Sentence

a little difficult. some errors,
Acceptable translation results?
<Effect of long phrase table?>

B TERBIEHREOHEZHRL TLXRT . MK THEL TESZX FIT D

— I'm looking for a lovely stores in the calm and sukiyaki . Can | go on the map .

PHVY) FLUECESNRBERICKAY EFET O ABAHEFEO 774N 14M1—=
+HEOEBEOLIASHRELET HEO=ZF+oHIELCT—HRFICVWTTEW

— Okay . Here's your boarding pass , flight depart from 30 minutes before departure
gate for twenty-five cents for today is E . Please stay at the gate .



Analysis of output 3 : Unknown Word

Some words are not translated
Processed as unknown words.

ANV AN EIHERICHEE L EU £ .
—Mr. A 1/YY > was promoted to vice-president .

HE O RAD O FRNZ@BEVWL ZWO TT L .

—1'd like to make an appointment for tomorrow b A7 .



Analysis of output 4 : Failure

BARAD NN+ N—tMNES A" #HmH IZFA TV XRT .

—Nearly 80 percent of Japanese cities, you live ?



Consideration:

Statistical Example Based Translation

Our system:

Long phrase table
~ Similar to ( statistical ) example based translation.

We think :
Statistical example based translation may be
best solution for J/E translation.



Conclusions

Large Japanese-English parallel corpus from electric
medias.

Long phrase table.
Standard tools

Statistical Example Based Translation

Good results for simple sentence
Better(acceptable) results for long sentence.
0.4321 BLEU score for IWSLTO7



Future study

Optimize parameters
Unknown word procedure
Cross Entrory. P(J/E)
More large database
Study of closed data
Minimun devidion method

Not used parallel sentence
(If output likelihood is high, use as parallel sentence})



Additional Study (Best result of IWSLTO7)

BLEU NIST WER PER GTM METER TER
0.4991 7.9796 0.4317 0.3617 0.7339 0.7147 38.51

Language Model 5-gram

LDC+Newspaper
P(E) (12,983,208 sentences)
Translation Model Cross Probability
P(E/J) (weight-t=(0.5 0 0.5 0 0)

698,973 sentences

Max Phrase Length 32

Opt. Parameter No

Unknown Word No
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