Chapter 7

Representation and Processing
Revisited: Meaning

7.1 Introduction

Thediscussionn previouschapterseinforcegshepointmadein Chapter3 aboutthevalue
of syntacticand‘shallow’ semanti@analysisputit alsoshovswhy performingasyntactic
analysisaloneis not sufficient for translation. As the discussionn Chapter6 indicates,
thereare mary caseswhere problemsseemto require deeper more meaningoriented
representationgndenrichmeniof the kind of knowledgesystemsare equippedwith. In
this chaptemwve will try to give a flavour of whatis involvedin this.

It is usefulto think of this knowledgeas being of threekinds: (i) linguistic knowledge
which is independenbf contet, semanticknowledge; (ii) linguistic knowledge which
relatesto the contet (e.g. of earlierutterances)sometimesalled pragmaticknowledge;
and(ii) commonsensegeneralnon-linguisticknowledgeabouttherealworld, whichwe
will call realworld knowledge. It shouldbe stressedhat the distinction betweenthese
differentkinds of knowledgeis not alwayscleat andtherearethosewho would dispute
whetherthe distinctionis real. However, it is at leasta corvenientsubdvision of the
field, andwe will examineeachsort of knowledgein turn, in Sections7.2,7.3,and7.4.
Discussingthesedifferentkinds of knowledgewill alsoallow usto describesomemore
generakranslationproblems.

Apart from giving an overvien andflavour of whatis involved, the point we would like
to stresdn this chapteris thatthoughdealingwith meaningin a generalway posesmary
unsohed problemsandin generalone shouldnot expectto find muchin the way of real
world, pragmatic,or even semantigporocessingn currentcommercialMT systemssuch
processingt is nottotally beyondthereachof currenttheory
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124 REPRESENATION AND PROCESSINGREVISITED: MEANING

7.2 Semantics

Semanticss concernedvith themeaningof wordsandhow they combineto form sentence
meanings.lt is usefulto distinguishlexical semanticsandstructural semantics— the
formeris to dowith the meaningf words,thelatterto do with the meaningof phrases,
includingsentencesWe will begin with theformer

Therearemary waysof thinking aboutandrepresentingvord meaningsbut onethathas
proved usefulin thefield of machinetranslationinvolvesassociatingvordswith seman-
tic features which correspondo their sensecomponents.For example,the words man
woman boy, andgirl mightberepresenteds:

man = (+HUMAN, +MASCULI NE and +ADULT)
woman = (+HUMAN, - MASCULI NE and +ADULT)
boy = (+HUMAN, +MASCULI NE and - ADULT)

girl = (+HUMAN, - MASCULI NE and - ADULT)

Associatingwordswith semantideaturess usefulbecausesomewordsimposesemantic
constraintson what otherkinds of wordsthey canoccurwith. For example,the verb eat
demandghatits AGENT (the eater)is animateandthatits PATIENT (thatwhichis eaten)
is edible,— concrete(ratherthan abstract,like sincerity or beauty),and solid (rather
thanliquid, so one cannot'‘eat’ beer coffee, etc.; soupis a borderlinecase). We can
encodethis constraintn our grammarby associatinghe featuresHUMAN andEDIBLE

with appropriatenounsin our dictionary and describingour entry for eat as something
likecat =ver b, ACGENT=HUMAN, PATI ENT=EDI BLE. Thegrammamwill now only

acceptobjectsof eatthat have the featureEDIBLE. Thustheseselectional restrictions,

asthey arecalled,actasafilter on our grammarto rule out unwantedanalysesConsider
sentencégl):

(1) Johnatethegame.

TheEnglishword gameis ambiguous it canmeanseveralthings,includinga formof play
or sportor a wild animal huntedor fishedfor food Using selectionarestrictionsof the
sortdescribedabore we caneliminatethe ‘form of play or sport’ meaningf thesystemis
ableto infer that‘food’ is EDIBLE, but thatformsof play arenot.

Selectionatestrictionshave provedaveryusefuldeviceandarefoundin mostMT systems
to agreateror lesserextent. Unfortunately however, exceptionsto selectionatestrictions
abound,especiallyin metaphoricalspeech. Thuswe find sentencedike This car eats
mong, usedto meanthatthe caris expensve to maintain,so, ratherthanuseselectional
restrictionsto eliminateinterpretationsye shouldusethemto statepreferences between
alternatve interpretations.

124



7.2 SEMANTICS 125

Noticethatstatingselectionakestrictionsin termsof semantiaelationsis easierthantry-

ing to statethemin termsof (surface)grammaticatelations.Usinggrammaticalelations
we would have to saythat eat prefersan animateSUBJECTin active sentencesandan
animateNP in the by phrasein passie sentenceg¢andanedible OBJECTin actives,and
anedibleSUBJECTIn passves).

We will now look briefly at how semantiaelationscanhelpin oneof thethorniestprob-
lemsfor machinetranslationnamelythe translationof prepositions.

Take, for example,the translationof the Englishprepositionat into Spanishand,for the
sale of exposition,malke the simplifying assumptiorthatit recevesonly two translations
in Spanishpnamelya anden asin thefollowing:

(2) a. atmidday
b. [a]medioda

(3) a. atschool

la escuela

The choiceof Spanishprepositiondependon the type of nounthatfollows it. Roughly
wherethe prepositionis followed by atemporalnoun,asin thefirst example,it translates
asa, but wherethe prepositionis followedby alocationalnoun,asin thesecondexample,
it translateasen

=3

We canpick out the correcttranslationof at by assigningt an appropriateSemanticRe-
lation (SR) during analysis. For example,the featureSR=TI ME might be assignedo
indicatethat at expresses temporalrelation,andthe featureSR=PL ACE might be used
to meanthatat expresses locationrelation. We could thenhave translationrulesof the
following form:

at, SR=TIME & a
at, SR=PLACE + en

Thesesemanticrelationsare assignedn the basisof the type of nounthat follows the
preposition.This meanghatthenounmiddaymustbe markedin thedictionarywith some
temporalfeature(e.g. semnt ype=t i ne), while nounslike school mustbe marked with

somelocationalfeature(e.g.sent ype=Il ocati on).

We areassuminghatsemantiaelationsattachto prepositionsMore properly a semantic
relationdescribeghe role which the whole prepositionalphrase not just the preposition,
playsin relationto its head but it is corvenientto allow the prepositiorto carrythisfeature
too, in orderto formulatethe above translationrules. A prepositionaphrasemarkedwith
the semanticrelation TIME, for example, might indicate the time at which the action
indicatedby theverbtakesplace while aphrasemarkedwith thesemantiaelationPLACE
mightindicatethelocationatwhichit took place.
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126 REPRESENATION AND PROCESSINGREVISITED: MEANING

Although thesefeatureswould solve mary problemsin translatingprepositionsthe se-
manticrelationsexpressedy PLACE andTIME arenot alwaysfine grainedenough.We

can, for example, distinguishtwo differenttypesof usagefor locationalat: ‘(to be) at

school’indicatesa position,whereas(to shoot)atthegoal’ indicatesamovementtowards
acertainplace.We coulddecompos¢hesemantiaelationinto two separateelations,say
PLACE_POSITIONfor thefirst phraseand PLACE_PATH for the secondphrase.Note

thatthe calculationof thesenew semantiaelationswill dependnotonly onthe semantic
featuresof the nounsthatfollow them,but crucially onthetype of verh

Our brief exampleillustratessomeof theproblemswye facewhentrying to assignsemantic
relationsto prepositionalphrasesor othercatayories. First, it is difficult to know whata

canonicalset of semanticrelationsmight look like, sincethe refinementor granularity
required(thatis, the numberof distinctionswe wantto make) dependso someextenton

thetype of translationproblemencounteredSecondlythe finer the granularity the more
elaboratehe featuresystemwill have to be,in orderto differentiatenouns.for example.
Finally, the calculationof semantiaelationsdepend®n a numberof factors,includingas
we have seenthetype of verbandthetype of thefollowing noun.

We have describedsemantideaturesasmoreor lessoptionaladditionsto representations
— the additionof a semantidfeaturemay sene to disambiguate representatiorhy in-
dicating which senseof a word is involved, but the representations still conceved of
asa structureconsistingof lexical items (words). A moreradicalideais to take the se-
mantic featuresas exhaustingthe meaningof words, andto replacethe lexical itemsby
the appropriateset of features. Thus, one would have representationwith ( +HUMAN,
+MASCULI NE, +ADULT, ...) in placeof thelexical item man The ideais that
the meaningf lexical itemscanbe decomposedhto setsof semantigrimitives. Since
suchsetsof semantigrimitivesmightwell beuniversal,onecanin thisway approachhe
goalof aninterlingua.Hereonecannotmanagesatistctorily simply with setsof features,
however. Instead,oneneedsto producestructuresn which the predicatesare semantic
primitives. For example therepresentatioof kill might bealongthefollowing lines:

(ALAUSE[ BECOME[ NOT [ ALIVE ]]

As we have alreadynotedin Chapter4 therearesomedoubtsin generalaboutthe feasi-
bility and advisability of this processof lexical decomposition.For example,thereis a
smallbut significantdifferencein meaningbetweerkill andcauseto becomenot alive —
in particular wherea‘killing’ is asingleevent,a‘causingto becomenotalive’ involvesat
leasttwo events(a ‘causing’,anda ‘dying’), andif the causalchainthatlinks a particular
eventto dyingis long enoughpnemayadmitthatthe eventcausedhedying, but notwant
to saytherehasbeena‘killing’. Of coursethesedoubtsdependnwhatonethinksthere-
lationis betweerthe semantiqrimitiveslike CAUSE,BECOME, etc.,andEnglishwords
like cause becomeetc.,and also on the assumptiorthat thereis no semanticprimitive
KILL. Noticethat,while a collectionof semantigrimitivesthatincludesKILL is going
to be quite large (perhapsn the orderof a thousandprimitives),this is still far lessthan
the vocalulary onefinds in normaluse— sotheremay still be somevaluein semantic
decompositionevenif thenumberof primitivesthatwordsdecomposénto is quitelarge.
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7.2 SEMANTICS 127

So far we have concentrateaur discussionof semanticson the meaningof words, but
semanticss alsoconcernedvith linguistic ‘systems’suchastenseandaspectanddeter
mination,all of which areof considerablémportancean translation.Considetheproblem
of how to translatethe presentensein Frenchinto English,wherethereareat leastthree
possibilities .exemplifiedin thefollowing:

(5) a. Ellevitalondres.
b. Shelivesin London.

(6) a. EllevitalLondresdepuisle moisdernier

b. Shehaslivedin Londonsincelastmonth.

(7) a. Elle mangesondiner
b. Sheis eatingherdinner

Of course,one could try to formulateruleswhich describethe conditionsunderwhich
Frenchpresenttenseis realizedas English present,English presentperfect,or present
progressie, but suchruleswould be very complex. A more attractve possibility is to
try to find somemaore abstractrepresentationvhich directly describeghe temporaland
aspectuatelationsthatthesesentencemvolve. Herewewill outlineonetypeof approach.

TheEnglishtensesystemis usedto corvey two differenttypesof information. Oneis the
time of theevent— boththepresensimplel singandthepresenprogressie | amsinging
describeaneventin thepresentTheotheris thenatureof theevent— e.g.theprogressie
stressethattheeventis ‘in progress’ Henceforthwe shallreserethewordtenseto mean
thetime of aneventandusetheword aspect to referto theway the eventis viewed (asan
on-goingor completedorocessa state,or asimpleevent,etc.). We will usethetermtime
reference to cover bothtenseandaspect.

We canthink of tenseasexpressinga relationbetweerthe time of the eventandthetime

of speech. Thus, with the present(l sing), the time of the event (which we could call

E) overlapswith the time of speechiwhich we could call S). Contrastthe future (I shall

sing wherethe time of the event follows the time of speechE follows S), or the past,
whereE precede$. However, thisis notsufiicientto distinguishall thedifferenttemporal
formsof the Englishverh Thereis a problemwith the past,whereour definition of tense
doesnot allow usto differentiatebetweenthe simplepast(l sang andthe pluperfect(or

past-perfect— | had sung, sincein both caseghe time of the eventis prior to the time

of speechOnesolutionis to defineanadditionalpoint of time, calledthereference time

(R). Considerfor example,the sentence:

(8) At two o’clock Samhadalreadyeaten.
Attwo o’clock specifiesamomentin time which precedeshetime of speechput whichis
notthetime of event. Two o’clock is notthetime atwhich Johnate,but thetime by which

he hadalreadyeaten.Thetemporalrelationsof this sentenceanbe expressedsfollows,
where< meansprecedes’
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128 REPRESENATION AND PROCESSINGREVISITED: MEANING

E<R R<S

Thisindicateghatthetime of theevent(E) precedeshereferencdime (R), andR precedes
thetime of speecHsS).

We cannow distinguishthepluperfectfrom thesimplepastby stipulatingthatin bothcases
thetime of theeventprecedeshetime of speecE < S), butwhile in the pluperfectthe

time of the event precedeghe referencetime (E < R), in the simple pastthe time of

eventandthereferencdime coincide(E = R).

We cando somethingsimilar to distinguishthe presentperfect(9) from the othertenses.
Heretoo the eventdescribedrecedeshe speechime, but thereis a sensan which sen-
tencedn thepresenperfectare‘about’ the presen{for example,(9) would beappropriate
only if Sams previouseatinghabitsarestill of currentrelevance).We cancapturethis by
makingreferencdime andspeechime coincide(R=S).

(9) Samhaseatersnails.
This givesthefollowing picture:

Samhadeaten. pluperfect R<S,E<R
(10) Samate. simplepast R<S,E=R
Samhaseaten. presenperfect R=S,E<R

We now have the apparatugo representhe differencein tenseand aspectbetweenthe
examplesabove. Of coursehaving away of representingenseandaspecwvaluesasabove
is onething, calculatingthe representationsor particularinputsis another This is no
trivial task, sincethe tenseandaspectvaluesof the verbwill in generaldependon mary
factors,includingthe form of the verb,andwhetherit is modifiedby ary time adwerbials
suchasyestedayandtomormow.

However, letusassuméehatwe have calculatedhetenseandaspecvaluesof thefollowing
sentenceandseehow this helpstranslation.

(11) Elle vit aLondresdepuisle moisdernier

This sentenceamight receve a semantiaepresentatiomalongthelines of Figure7.1. The
featuret i me-r ef encodegheinformationabouttenseandaspectjn particular thefact
thatthereferencdime coincideswith thetime of speechandthe eventtime precedeshe
referencdime (andhencealsothetime of speech).

Sincethe information encodedby thet i me- r ef featureis presumedo be presered
in translation this featurecantreatedasan interlingualfeature,andthuscanbe mapped
unchangednto the target language(in this caseEnglish), giving the representatiorin
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S
time-ref =(R=S E<R)
HEAD AGENT MODLOC MODTEMP
vivre elle alondres depuismoisdernier

Figure 7.1 RepresentatioindicatingTime Valuesafter FrenchAnalysis

Figure7.2.

S
time-ref=(R=S E<R)

HEAD AGENT MODLOC MODTEMP

live she in London sincelastmonth

Figure 7.2 Representatioafter Transferbut beforeEnglishSynthesis

Theverbform haslived canthenbegeneratedrom thisrepresentatioby Englishsynthe-
sis, giving thetranslation(12). Othert i ne- r ef valueswould berealizeddifferently —
in principle,the correcttranslationof the examplesabove canbe obtained.

(12) Shehaslivedin Londonsincelastmonth.
This treatmentof tenseand aspectinvolves a lot of complicatedmachinery andis not

entirelyunproblematicNeverthelesst givessomeindicationof how onemightattemptto
handlethe difficult problemof tenseandaspecin MT.

7.3 Pragmatics

Recallthat we madea distinction betweensemanticspr context-independenmeaning,
andpragmaticspr context-dependentmeaning.The term‘context’ is usedambiguously
to refer to the restof the text in which a sentenceoccurs(sometimegeferredto asthe
discourse)andto circumstancesxternalto the text itself, suchaswho the authorof the
text is, andthe socialsettingin whichit occurswhich alsocontrikuteto its interpretation.

To seewhy the discoursas important,let us considerthe translationof anaphoric pro-
nouns. Anaphoricpronounsarethosewhich referbackto someantecedent earlierin the
text, asthepronounit in (13) refersbackto its antecedenthe cake.

(13) Samtookthecake from thetable.Thenheateit.

Take thetranslationof (13) from Englishinto French.We know thatit mustreferbackto
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130 REPRESENATION AND PROCESSINGREVISITED: MEANING

somesingularmounin theprevioustext or discourselt hasbeenshowvn thatit is very often
the casethat the antecedentbf a pronounis in the samesentencer in the immediately
precedingsentence.Assumingthat theseare the first sentence#n our text, thenit can
potentiallyreferbackto oneof threeNPs,namelySam thecake or thetable. Thesyntactic
factsof Englishconstrainthe pronounto agreein numberandgenderwith its antecedent,
soit beinga neuterpronouncannotpossiblyreferto Sam which is either masculineor
feminine. Thatleavesuswith the choiceof eithercake or table Onemightwonderatthis
stagewhetherwe needto decidebetweenthe two at all, or whetherwe canpresere the
ambiguity of it in translation. It turnsout that French,like English, requiresa pronoun
to agreein numberandgenderwith its antecedentHowever, sincecale translatesasthe
masculinenoungateauin Frenchandtableasthefemininenountable, thismeanghatwe
do haveto decidewhich nounthe pronounit refersbackto, in orderto translatet eitheras
le (whereit would beinterpretedasreferringto le gateau— cake) or asla (whereit would
referbackto la tablein thetranslationof thefirst sentence)ln theabore examplewe can
useselectionatestrictionsonthetypeof objectthateatcanhave (namely‘edible’ objects)
to exclude,or atleast'disprefer’,tableasanantecedenfor it. Thisleavescake asthebest
candidate Providing ruleswhich allow this sortof procesgo be performedautomatically
is not too difficult, but unfortunatelyresolvingpronounreferenceis not generallythat
simple.

First of all, let us considercaseswherethe pronounantecedenis not in the currentor
precedingsentenceAn examplemightbethefollowing dialoguebetweertwo spealersA
andB, which appearedan Chapter6.

(14) a. A: Now insertthe cartridgeatthe back.

B: Okay

A: By theway, did you ordermoretonertoday?

B: Yes,| gotsomewhenl pickedup the new paper
A: OK, how far have you got?

A: Did you get fixed?

~oo0oy

It in thelastsentencef (14) refersto the cartridge,althoughthe cartridgewaslastmen-
tionedin thefirst sentence.Looking for the pronouns antecedenin the presentor pre-
cedingsentencehis time will not getustheright result. To find the antecedentye need
to think of the previous discoursenot asan unstructuredvhole, or a simple sequencef

sentencedyut ratherasa seriesof ‘segments’ wherea segmentis a stretchof discoursen

which the (not necessarilyadjacentsentencesddresghe sametopic. Cuephrasesuch
ashbytheway, andnext provide cluesto whereonesggmentendsandanotheronebegins.
We thenconstrainthe referentof ananaphotto belongto the samediscoursesegmentas
theanaphar

In the example (14), there are three olbvious referentsfor it: the cartridge(14a), toner
(14c), and paper(14d). However, sentencegl4c) and (14d) which form a digression,
thatis, a discoursesegmentwith a topic (namelytoner)distinctfrom the main discourse
(andwhosepurposeis not directly relatedto the purposeof the maindiscourse— in this

casethe purposeof reassemblindghe printer). The startof the nev sggmentis signalled
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7.3 PRAGMATICS 131

by by the way and the resumptionof the old segmentis signalledby OK. It is for this
reasornthat the expressiongoner and new paper cannotprovide referentsfor it. In fact,
oncediscoursestructureis taken into account,it can be seenthat the cartridge is the
only possibleantecedenthecausadt is the only possibleantecedentvhich is in the same
discoursesggmentasthe anaphor:

Top Level DiscourseSegmenrt—,

A: Now insertthe cartridge atthe back.

B: Okay

EmbeddediscourseSggment—
A: By theway, did you ordersomemoretoner?

B: Yes,l gotsomewhenl pickedupthe new paper

A: Okay, how far have you got?

Did you getit fixed?

Figure 7.3 DiscourseStructure

Facedwith two competingcandidates$or pronominalreferencen a sgment,thereis an-
otherfact aboutdiscoursethat we can exploit to get at their resolution,and this is the
notionof focus. At ary timein a discoursesegmentthereis anobjectwhichis the prime
candidatdor pronominalreferenceandthis elementis calledthefocus. Differentsugges-
tions have beenmadeasto how to identify the focus. Often, thereare syntacticsignals.
For example,in thefollowing example thefocusis muchmorelik ely to beKim, thanSam
andKim is morelik ely to bethe antecedendf a pronounin thefollowing sentence.

(15) It wasKim who Samtelephoned wasin the bath.

The focusof a sentencas also often the NP that hasthe THEME role in the previous
sentencéthe THEME role includeswhatwe have beencalling the PATIENT role, but is
slightly moregeneral).This is the casewith Kim in (15), which reinforcesthe structural
cue. But evenin the following sequencewherethereareno clearstructuralclues,key is
the THEME andhencemostlik ely to be thefocusof thefirst sentencdandthereforekey

1This is a simplification, of course. For onething, it could be usedto refer to somethingoutsidethe
discourseto someentity which is not mentioned but pointedat, for example. For anotherthing, thereare
someother potentialantencedentssuchasthe bad in (14a), andit could be that Spealer A is returning
to the digressionin sentencg14f). Thoughthe discoursestructurecanhelpsto resole pronoun-antecedent
relations discoveringthe discoursestructureposesseriousproblems.
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132 REPRESENATION AND PROCESSINGREVISITED: MEANING

is preferredto doormatasthereferentof it in thesecondsentence).

(16) Sheputthekey underthedoormat.
Whenshecamehome,shefoundthat|it | hadbeenstolen.

Thus,informationaboutdiscoursestructureis of somehelpin the resolutionof pronoun-
antecedentelations. However, employing knowledgeof discoursealonewill not enable
usto resohe thereferenceof all pronounsaswe shallseebelow.

Let usfirstlook briefly attheothersideof pragmaticsve mentioned{he context of use.lIt
is obviousthattheidentity of the spealer/writerandthe addressewvill affectthetransla-
tion of indexical expressionsuchas| andyousincesomelanguagesnake a distinction,
for instancebetweenyou (singular)and you (plural). Similarly, in languagesvherean
adjectve agreesn genderwith its noun(asin French,for example),it will be necessary
to know not only the numberof the speakersandthe addresseedut alsotheir genderin
translatinganexamplelik e Are youhappy? In addition,knowing therelationshigbetween
theaddresseandaddresseeanbeimportantfor translation.The degreeof formality be-
tweenthemwill affect, for example,the choiceof eithervous(formal) or tu (informal)
asthe translationof you whentranslatingfrom Englishinto French.In mary languages,
including Japanesethe socialrelation of spealer and hearercan determinethe form of
verb, andeventhe choiceof verh Thereare,for example,differentverbsfor giving as
from a superiorto aninferior, andfor giving asaninferior to a superior’

We have saidthata sentencénasto be interpretedrelative to both the previous discourse
andto the situationin which it is uttered. In addition, it seemsthat the meaningof a
messagés shapedy its producers intentionsandbeliefs. For example ,how we interpret
(17) dependn whetherthe spealker intendedt asa commandto closethefront cover),
or asanstatemenfdescribingthe statethecoveris likely to bein).

(17) Thefront covershouldbeclosed.
Of coursetheinterpretatioralsodepend®ntheheareinferring correctlywhatthespealer’s

intentionsare. Whetherthe abore sentences interpretedasa commandor statementwill
affectits translationn somelanguages.

7.4 Real World Knowledge
The above discussiormay lead oneto suspecthat all the knowledgewe needto extract
themeaningrom texts andtranslatehemcanbe got from thetexts or their contexts. This

is, however, clearly notthe case asthefollowing classicexamplesshow:

(18) a. Little Johnry wasvery upset. He hadlost his toy train. Thenhefoundit. It

2politenesdictatesthatgiving by the hearerto the spealer is normally giving ‘downwards’ (kureru), so
thisis theverbusedto describeequestsandgiving by the spealer to the heareiis normallygiving ‘upwards’
(ageru), sothisis theverbusedto describeoffers, etc.
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7.4 REAL WORLD KNOWLEDGE 133

wasin his .
b. I sav thesoldiersaim atthewomen,andl sav several of fall.
c. Thecouncilrefusedthewomena permitbecaus adwocatedviolence.

Suewentto putthekey underthedoormat.Whenshelifted | it {up,acockroach
quickly scampere@crosshe path.

In the first example,the problemis the interpretationof pen— it mustbe playpen,not
writing pen,becausdroughly)for A to bein B, A mustbe smallerthanB, andtoy trains
aresmallerthanplaypenshut notwriting pens.ln thesecondexample thequestioris who
fell over — soldiersor women?In generalwe reasornthat ‘aiming at’ is often followed
by firing at, andthatfiring atis usuallyfollowed by thoseaimedat falling over, andonly
rarely followed by thosewho do the aiming falling over. In the third case,mostpeople
understandhat it is the womenwho adwocateviolence— this seemsa normalenough
groundfor refusinga permit (of course,it could be thatthe council advocatedviolence,
andrefusedthewomena permitsoasto enragehem,andincite themto violence).In the
caseof (18d),we exploit thefactthatcockroachearemorelikely to hideunderdoormats
thanunderkeys to work out the mostlik ely interpretatiorof it.

In orderto translatetheseexamplesonewill oftenhave to decidewhatthe pronounsrefer
to, becausenary languagesisedifferentforms,dependingn propertieof theantecedent.
For example,translating(18d) into Germaninvolvesdecidingwhatit refersto, sincethe
possiblecandidatesrethe key or the doormat,which have differentgendersn German,
which the pronounreflects.Similar issuesareinvolvedin translating(18b,c). The knowl-
edgethatis deplo/ed hereappeardo be non-linguisticknonvledge,andthe reasonings
moreor less‘commonsense’ perhapsith somesmallamountof specialisknowledgeof
the subjectmatter Thisis perhapdessobviousin thefirst case whereonemaythink that
themeaningof in is central,but it is surelyclearfor the others— it is nothingto do with
the meaningof aim at thatit is often followed by thoseaimedat falling over. However,
evenin the playpen— writing pencase,we cansurelyimaginea bizarresituationwhere
little Johnry’s playpenis in facttiny, andhe hasjust beengiven a large fountainpenas
a present.In sucha situation,the interpretationwould be changedput not becausehe
meaningof thewordshadchanged.

Therealworld knowledgethatis involved hereincludescommonsensaeasoningaswell
asgeneraknowledge,andfactsaboutcertainmorespecializedlomains.Representingnd
manipulatingsuchknowledgeautomaticallyis oneof the outstandingesearchyuestions
of ourtime, andtheraisond’ étreof anentirediscipline (Artificial Intelligence,Al). The
problemsof representingand manipulatinglinguistic knowledgepaleinto insignificance
comparedo the problemsposedby realworld knowledge.

Oneof the problemsit raisess that(unlike mostlinguistic knowledge,in particular most
knowledge of syntaxand semanticssuchknowledgeis generally‘defeasible’, that is,
subjectto revision, andnotguaranteedorrect — humanshave little troubleassumingone

%As notedabove, knowledgeaboutselectionatestrictionsis unusualin beingdefeasibldn just this way:
therestrictionthatthe AGENT of eatis ANIMATE is only a preferencepr default, and canbe overridden.
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134 REPRESENATION AND PROCESSINGREVISITED: MEANING

thing mostof the time, but managingwith a contradictoryassumptioron occasiongas
in the small playpenexampleabove). This is extremely difficult to automate.A second
problemis the hugeamountof suchknowledgewe seemto have (knowvledgeaboutthe

relative sizesof almosteverything, for example). However, thereare somemethodsof

representatiothatareusefulfor somekinds of knowledge.

Oneparticularlyusefulrepresentatiors thesocalledSemantic Net which canbeusedfor
representingis a’ relations(suchas‘a dogis a mammal’). Figure 7.4 givesa small part
of sucha network.

entity IS-A
0. @)
IS-A w
animal plzglt
IS-A IS-A
bird
(@]
IS-A HAS manémal HAS
~— HAS
IS-A IS-A o
1S-A | NN e
bat dog
sparrow winw ¢} ¢}
O] O]
canary
(0]
IS-A
Tweety
(0]

Figure 7.4 A Fragmenbf a Semantid\et

Intuitively, the nodesin sucha network standfor things,andthelinks betweerthemare
relations. This meansthatit caneasily be generalizedor othersortsof relations. For
example,addingotherobjects,andusinga ‘part of’ relation,onecouldrepresenthefact
that (say)a printeris madeup of variouscomponentsandthe factthatthesearein turn
madeup of subcomponentsgtc. Suchinformationmight be importantin understanding
sentencefik e the following:

(19) Putthetonerin thecartridgein theresenroir.

Knowing thatthe reserwir doesnot have a cartridgeasa part would allow oneto work
out that this is an instructionto put the tonerwhich is in the cartridgein the reserwir,
ratherthananinstructionto putthetonerin a particularcartridge(i.e. theonethatis in the
resernoir).

This leadssometo think thatit is not strictly speakindinguistic knowledgeatall. In generalthedistinction
betweeringuistic andrealworld knowledgeis not alwaysvery clear
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An alternatve approachto generalknowledgerepresentations to attemptto formulate
it ascollectionsof ‘facts’and‘rules’. Examplesof factsmight be the following, which
indicateindividuals’ departments:

dept (j ones, sal es).
dept (brown, sal es).

dept (smith, personnel).

The following rule might be usedto indicatethattwo individualsare colleaguesif they
work for the samedepartmen{’'A andB arecolleaguesf A worksin departmenD, and
B worksin departmenD’):

col | eagues(A, B) <- dept(A D), dept(B, D).

Oneproblemwith boththe semantimnet,andthe ‘factsandrules’ representationarethat
they are both rather'small’, or loosely organizedcollectionsof knowledge. This is not
how at leastsomekinds of humanknowledgeseemto be. For example,whatthereader
knows aboutherown homeis probablynot spreadaroundassetsof unconnectedacts.In
someway, it seemgo beorganizednto acoherentstructuredvhole. (Oneway of seeing
this is by describingyour hometo someone- what you will probablydo is take them
on a sort of mentaltour, which closely mirrors the physicalorganizationof your home).
Similarly, for mary practicalpurposessuchaseatingin restaurantspnedoesnot seemto
have a collectionof factsandrules,but astructuredscript’ of thingsthattypically happen.
A greatdealof effort hasbeendevotedto theissueof justwhattheright kindsof structure
arefor knowledgerepresentationThe genericnamefor suchlarger knowledgestructures
is frames We will give anexampleof sucharepresentatiom Chapterl0, but we will not
pursuethe ideahere,becausdo a greatextent theselarger knowledgestructurescanbe
built out of smallerones,suchasthe oneswe have described.

We now have away of representin@tleastsomerealworld knowledge. The questionis,
how canit bemanipulatedhisis a comple< andnot particularlywell-understooanatter
andwe will give only the barestoutline. However, two pointsshouldbe emphasised{a)
thatasawhole,the generalproblemof manipulatingknowledgeof the world in anything
like theway humanglois unsohed,andmayevenproveto beinsoluble(thisis something
of aphilosophicaljuestion)put (b) undersomerestrictectircumstancesomethingiseful
canbedone. The kind of restrictedcircumstancesve have in mind arewherethereare
relatively few thingsto think about,andthe waysthey arerelatedand canbe organized
andinteractarevery limited. An exampleof this sortmight be theinternalworkingsof a
printer—it is possibleto list all the‘things’ (the printer parts),their relations,andrelevant
propertieqcf. againChapterl0).
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Onething that manipulatingthis knowledge meansis usingit to answerquestionsand
draw inferences. For example, given that one knows that Smith works in the Finance
DepartmentandJonesvorksin theFinanceDepartmenthow canonework outthatSmith
and Jonesare colleagues?Given that Tweetyis a bird, andthat birds have wings, how

canonework out that Tweety haswings? Of course,given the representationabove,

thesequestionsare not so hardto answer In the first casewe have provided a rule, the
only problemis to find the rule, andfollow it. In the othercase we have exemplifieda
datastructuréa semantimet),theonly problemis to definea procedurghatallows oneto

useit.

In thefirst case pnecould proceedasfollows. In orderto answerthe questionof whether
Brown andJonesarecolleaguespneshouldiook for appropriatéactsandrules. Assuming
thereareno appropriatdacts,we have only therule givenabore. This tells usthatA and
B arecolleaguesf A worksin departmenD, andB worksin departmenD. We cantreat
thesewo conditionsasfreshquestionsandanswerthemin the sameway, exceptthatnow
we have relevantfacts,which will tell usthatBrown worksin sales,andJonesworksin
sales.We have now answereall the subsidiaryquestionsn theaffirmative. It followsthat
we have alsoansweredheinitial question.

In thecaseof the semantimets,we mightdefinea procedurghatanswergjuestionsn the
following way: to answerthe questionof whetheran objecthasa property first look to

seeif thepropertyis linkedto theobjectby aHAS link. If it doesansweryes'. If it does
not, inspecteachof the IS-A links thatendatthe object,askingthe samequestionat each
one. Thus,thoughit is notindicatedthat TweetyHAS wings, becausdweety|S-A bird,

andbird HAS wings, we caninfer that TweetyHAS wings, andanswerquestionsabout
whetherTweetyhaswings.

Thisis a somavhatvaguedescription.However, onemay be ableto seethatsomethings
arepossibleput alsothatthisapproacho representingndmanipulatingealworld knowl-
edgeis insufficient. Thesearesomeof thethingsthatarelacking.

1 We have not provided a way of handlingdefeasiblerules,or dealingwith vagueor
‘fuzzy’ predicatesuchastall, hot, etc. For example,penguinsarebirds,but cannot
fly. Working on the principlesjustdescribedpnewould expecta systemto assume
thatthey couldfly. Theruleswe have givenareinterpretedasgeneralor universal
— in fact, they shouldonly beinterpretedasindicatingdefaults. Thoughthereare
somepartialtechniquegor dealingwith this, how bestto automatalefaultreasoning
remainsanopenresearchguestion.Similarly, the categorieswe have mentionedn
the discussiorare generallyratherclear in the sensehat whethersomethingis a
bird, or a mammalseemdo be a questionthat canhave a cleat yesor no answer
This is not the casewith vaguepredicatedik e hot, or tall. In thesecasesnot only
is thereusuallysomeideaof a standardf comparisor(*Hot comparedo what?”),
which mustbe inferredfrom the context, in someway, but the questionof whether
somethingis hot is onethat often lacks a clearanswer— ratherthanyes, or no,
onemay beinclinedto answera questionlike Is it hot?, with areply like ‘a little’,
or ‘'somewvhat’. Again, thoughthereare someinterestingtheories,it is mainly an

136



7.5 SUMMARY 137

openresearchguestionhow to modelthe sort of reasoningwith fuzzy categories
thathumanscanperform.

2 We have suggestedhov onecananswerquestionspncethey are posed— but not
how onecanreasonforwards’independentf particularquestions.For example,
if someonesaysThe printer is broken heareranay typically drav a whole range
of conclusiongsuchas*l will not be ableto print the next chapter”,or “We will
have to call anengineer”),without particularquestionseingposed. The problem
hereis thatwhile therangeof inferencesdravn is large, it is notaslargeasit could
be (it could beinfinite, sinceevery conclusionwill typically leadto new chainsof
inferencedeingstarted) andit is not clearhow to controlthis process.

3 Wehave notgivenary indicationof how onewould solve theactualproblemsraised
by the examplesin (18). One could, of course,simply recordinformation about
the relative sizesof known objectsas facts,andin the sameway associatawith
otherclassesof objectsdefault sizes(e.g. sparravs aretypically lessthan10cms
tall), but this doesnot look very plausibleasa modelof how humangepresenthis
knowledge.

4 We have not saidarnything abouthow onemight reasonablysetaboutencodingall
the knowledge that seemsto be needed,even assumingthat one had the ‘right’
format. The problemis thatwe cannotanticipatgust what particularpiecesof real
world knowvledgea systemmay needin general. The amountof knowledgethat
humanwriters assumeand readerssupply without apparengeffort or reflectionis
simply vast,andhighly unpredictableandthe effort involvedin actuallyencoding
it in this sort of way is prohibitive. Far more feasibleis the aim of equippinga
computerwith factsabouta specificdomain. As we will describein Chapterl0,
someadvancedso-calledKnowledge-Basedystemsareattemptingo do justthat.

7.5 Summary

In this chapterwe have looked at threekinds of knowledgethat seemto be involved in
solving somesortsof translationproblems,namely: semantic pragmatic,andreal world
knowledge.Particularproblemswe have looked at includethetranslationof prepositions,
of tenseand aspect,andof pronouns. As we statedat the beginning of the chaptey the
pointto stressasregardssuchknowledgeis thatits representatioandmanipulationpose
mary unsohed problems,and one shouldnot expectto find techniquesvhich exploit it
in existing commercialMT systemqit follows that, for the mostpart, existing commer
cial MT systemamay be expectedto lack adequater generaltreatmentf the sortsof
problemwhich requiresuchknowledge).Onthe otherhand,suchprocessings nottotally
beyond the reachof currenttheory In particular within certainlimits, andin restricted
domainstechniqueof semanticpragmatic,and‘real world’ knowledgeprocessing:an
beexploitedwith somesuccess.
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7.6 Further Reading

Introductiondo linguisticsemanticencludeHurfordandHeaslg (1983);Kempsor(1977),
and,atarathermoreadvancedevel Cann(1993);ChierchiaandMcConnell-Gine{1990).

Thediscussiorof tenseandaspecigiven hereis inspiredby that usedin the EUROTRA
project,which is describedn Allegranzaet al. (1991); Van Eynde(1993a). This, in its
turn, is inspiredby thework of Bruce(1972),andultimately Reichenbacl(1947).

As regardspragmaticslevinson(1983);Leech(1983)areusefulintroductions.Relevant
work on discoursestructureincludesGroszand Sidner(1986); Pustejasky (1987). The
treatmentof commonsenseanferenceandreal world knowledgeis the field of Artificial
Intelligence,seefor exampleRich (1983); Tennant(1981);Barr andFiegenbaun(1981);
Shapiro(1987). On semanticnets,seeSowva (1984). The perspectie we have taken
in this Chapteris ratherthat suggestedy the programminglanguageProlog. For an
easyintroductionto this seeRogers(1986). For more advancedmaterialdirectedat Al
applications,seeBratko (1986), for materialfocussedon NLP applications seeGazdar
andMellish (1989).

Theplay-pen—writing-penexampleis from Bar-Hillel Bar-Hillel (1951).
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