Chapter 5

Dictionaries

5.1

Intr oduction

ThisChaptelis abouttherole playedby dictionariesn MT. Ourdecisionto devoteawhole
chaptetrto this discussiomnreflectstheimportanceof dictionariesn MT:

Dictionariesarethelargestcomponent®f anMT systemin termsof the amountof
informationthey hold. If they aremorethensimplewordlists (andthey shouldbe, if
asystemis to performwell), thenthey maywell bethe mostexpensive components
to construct.

More thanary othercomponentthe size and quality of the dictionary limits the
scopeandcoverageof a systemandthe quality of translationthatcanbe expected.

The dictionariesare wherethe end usercan expectto be ableto contribute most
to a system— in fact, an end usercan expectto have to make someadditionsto
systenmdictionarieso make a systenreally useful. While MT suppliergarelymalke
it possiblefor usersto modify other componentsthey normally expectthem to
make additionsto the dictionary Thus, from the point of view of a user a basic
understandingf dictionary constructionand sensitvity to the issuesinvolved in
‘describingwords’is animportantasset.

In discussinglictionarieshere,we includealsosomediscussiorof terminology—
it is with respecto thetreatmenbf terminologythatMT providessomeof its most
usefulbenefits.

We shall approachthe questionof dictionariesin MT obliquely by consideringn some
detailtheinformationcontainedn, andissuegaisedby, the paperdictionarieswith which
we areall familiar. Therearea numberof reasongor this, but the mostimportantis that
the dictionariesin existing MT systemsarediversein termsof formats, coverage level
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84 DICTIONARIES

of detailandpreciseformalismfor lexical description.This diversity shouldnot be a sur
prise. Differenttheoriesof linguistic representatiosangive rise to differentviews of the
dictionary anddifferentimplementatiorstratgies canmake evenfundamentallysimilar
views of the dictionarylook very differentin detail. Moreover, the differentkinds of MT
engineobviously put quite differentrequirement®n the contentsof the dictionary For
example,dictionariesin aninterlingualsystemneednot containary translationinforma-
tion per sg all thatis necessarys to associatevords with the appropriate(collections
of) interlingualconceptsBy contrasttransformesystemswill typically give information
aboutsourcelanguagdtems,andtheir translationsincluding perhapsnformationthatis
really aboutthe tamgetlanguageandwhich is necessaryo trigger certaintransformations
(e.g. to do with the placemenof particleslike up in look it up, andlook up the answe}.
Sincetransfersystemaypically usemoreabstracievels of representatiorthe associated
dictionarieshave to containinformationaboutthesdevels. Moreover, in atransfersystem,
especiallyonewhich is intendedto dealwith severallanguagesit is commonto separate
monolingualdictionariesfor sourceandtarmget languagegwhich give informationabout
thevariouslevelsof representatiomvolvedin analysisandsynthesis)from bilingual dic-
tionarieswhich areinvolved in transfer(which normally relate sourceandtarmget lexical
items,andwhich normally containinformationonly aboutthelevelsof representatiothat
areinvolvedin transfer).

Wewouldlik eto abstraceway from thesedivergencesndpointsof detailin orderto focus
on the mainissues.Accordingly we will begin with a brief discussiorof typical entries
thatonemightfind in agoodmonolingualpaper’ dictionary anda goodbilingual ‘paper’
dictionary! We will then briefly discussthe sort of information aboutwords that one
typically findsin MT dictionariesoutlining someof the differentwayssuchinformation
canberepresentedAs we have said,a simpleview is thata dictionaryis a list of words.
However, it is impractical,andperhapsmpossibleto provide an exhaustve list of words
for mostlanguagesThisis becausef thepossibility of forming new wordsout of existing
ones by variousmorphologicaprocessedn Sections.4wewill look briefly attheseand
provide somediscussiorof how they canbe dealtwith, andthe problemsthey raisein an
MT contet. In Section5.5we will briefly describethe differencebetweenterminology
andgeneralvocalulary.

5.2 Paper Dictionaries

Thebestplaceto startour discussions by looking attypical entriesthatonemightfind in
amonolingualEnglishdictionary(cf. page89), anda bilingual dictionary(cf. page90). 2

We will startby looking atthelayoutof thefirst half of the monolingualentry Theentry

Lpaper’ hereis intendedto convey ‘intendedfor humanreaders’,as opposecto ‘electronic’ meaning
‘intendedfor useby computers’.Of course,it is possiblefor a paperdictionaryto be storedon a computer
like any otherdocumentandour useof ‘paper’ hereis notsupposedo excludethis. If onewerebeingprecise,
oneshoulddistinguish'paper’ dictionaries, machinereadable'dictionaries(corventionaldictionarieswhich
arestoredon, andcanthereforebe accessedutomaticallyby computer) and‘machineusabledictionaries’.

2The form of the monolingualentry is basedon thatusedin the Oxford Advanced_earners Dictionary
(OALD); thebilingual entryis similar to whatonefindsin Collins-RobertEnglish-Fend dictionary,
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5.2 PAPERDICTIONARIES 85

A Monolingual Dictionary Entry

but.ton /'bAtn/ n 1 knob or disc madeof wood, metal, etc sevn onto
agarmentasa fasteneor asanornament:a coat, jacket, shirt, trouser
button o losea button o sew on a new button o do one’s buttonsup =
illus at JACKET. 2 small knobthatis pressedo operatea doorbell, a
switch on a machine,etc: Whidh button do | pressto turn the radio
on? 3(idm) bright asa button = BRIGHT. on the 'button (USinfml)
precisely:You'vegotit onthe button!

> but.ton v 1(a)[Tn,Tn.p] ~sth(up) fastersthwith buttons:button(up)
one’s coat, jacket, shirt, etc. (b)[l,Ip] ~(up) be fastenedvith buttons:
Thisdressbuttonsat the badk. 2(idm) button (up) one’slip (USsl) be
silent. 3(phr v) button sth up (infml) completesth successfully:The
dealshouldbe buttonedup by tomorrow.

O ,buttoned 'up silent andresened; shy: I've never metanyoneso
buttonedup.

,button-down ’collar collarwith endsthatarefastenedo theshirtwith
buttons.

‘buttonhole n 1 slit throughwhich a buttonis passedo fastenclothing.
= illus atJACKET. 2 flowerwornin thebuttonholeof thelapelof acoat
or jacket. - v[Tn] make (sb) stopandlisten, often reluctantly to what
onewantsto say

"buttonhook n hookfor pulling abuttoninto placethroughabuttonhole.
,button 'mushroom smallunopenednushroom.

for button startsoff with theword itself in bold print. Thisis calledthe headword. The
dotin theword indicateswherethe word may be broken off (e.g. for hyphenation) After
thatthereis a phonetictranscriptionof the word’s pronunciation.Thenthe entryfallsinto
two main parts,describingfirst the nounandthenthe verb button Definitions identify
two differentmeaningspr readingsof the nounbutton, with examplesof usagegivenin
italics. The = refersthereaderto arelatedentry Idiomatic expressionsaregivenunder
3. As for theverb,thecode[Tn, Tn.p]indicatesthatthe verbis transitive, i.e. appearsn a
sentencevith asubjectandanobject(Tn), or is transitve with anadwerbialparticle(Tn.p).
In this caseéheadwerbialparticleis theprepositiornup. Underb anothemsagds described
wherebuttonis anintransitve verb andthustakesonly a subject(l), or a subjectplusthe
prepositionup (Ip). Idiomsappeamunder2. Thebox halfway throughthe entrysignalsthe
startof alist of complex forms,a phrasalerb (buttonup), andseveralcompoundsyhich
wewill discusdaterin this chapter Theverb,andnoun,phrasalverbsandcompoundsre
givenin astandardorm (thecitation form), with informationaboutstresggivenby raised
or loweredapostrophes)By cornvention,this is normally the singularform of nouns,and
theinfinitive form of verbs(i.e. theform thatonefindsafterto, asin to button to be, etc.)

Thebilingual entry for the nounprinter beginswith the headword, its pronunciatiorand
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Two Bilingual Dictionary Entries

button ['bAtn] 1 n (a) (garment,door;, bell, lamp, fencingfoil) bouton
m. chocolate~s pastillesfpl de chocolate.2 vt (also ~ up) garment
boutonner 3 vi (garmen} seboutonner 4 cpd buttonhook tirebouton
m; button mushroom (petit) champignom de coucheor deParis.

printer ['printy] n(a) imprimeurm; (typagraphe) typographemf, im-
primeur the text hasgoneto the ~ le texte estchezl'imprimeur; ~’s
devil apprentimprimeur;~’serror fautef d'impressiongcoquillef; ~’s
ink encref d'imprimerie; ~’'sreadercorrecteum, -trice f (d’épreues).
(b) (Compuj imprimantef. (c) (Pho tifeusef.

word class,in this casenoun.Logically, the entrythendividesinto threecomponenparts
(a), (b), and(c), essentiallydistinguishingthreedifferentusesor meaningof the nounin
Englishwhich have distincttranslationsnto French. Wherea particularmeaningcanbe
identified by referenceto a subjectfield, this informationis given (bracleted, in italics)
— herecomputationand photographyare identified as subjectfields. If the contet of
useis otherthanthesetwo fields, thenthe translationgiven under(a) is assumedo be
appropriate For eachreading the genderof thetranslationis given: mor f (for masculine
orfeminine mf indicateseitheris possible wherethemasculineandfeminineformsdiffer,
both are indicated— printer’s readeris thus either correcteuror correctrice. If two
differenttranslationsarepossiblethey arebothgiven, separatedhy a comma(thus,either
typagraphe or imprimeur are possible‘general’ translations). The entry also contains
someexamplesof idioms, or otherusagesagainwith the appropriateéranslations.

Normal, ‘paper’ dictionaries,are collectionsof entriessuchasthese. Thatis, they are
basicallylists of words, with information aboutthe variousproperties. While grammar
rulesdefineall the possibldinguistic structuresn alanguagethe descriptionf individ-
ualwordsthatarefoundin thedictionaryor dictionariesstatewhich wordscanappeaiin
which of the differentstructuresA common(thoughnot completelycorrect)view is that
dictionariescontainall the ‘idiosyncratic’, ‘irregular’, or unpredictablénformationabout
words, while grammarsprovide generalrulesaboutclassef word, andphrasegthis is
onlytrueif oneexcludesmorphologicaflulesandidiomsfrom thedictionary— theformer
canbeviewedasdealingwith classe®f word, andthelatterarephrases).

Onecangetanideaof thesheewolumeof informationof thiskind thatmaybeneededy
consideringhatfor commerciapurposeslexiconwith 20000entriesis oftenconsidered
asthe minimum. This however is still only a modestpercentagef existing words— the
Oxford EnglishDictionary containsabout250 000 entrieswithout beingexhaustve even
of generalusage® In fact, no dictionary canever be really complete. Not only do dic-

30Onecanalsoget someideaof the costof dictionary constructionfrom this. Evenif onewere ableto
write four entriesanhour, andkeepthis up for 8 hoursa day every working day, it would still take over three
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5.3 TYPESOF WORD INFORMATION 87

tionariesgenerallyrestrictthemselesto eithergeneral or specialistechnicalvocalulary
(but notboth),in addition,new wordsareconstanthybeingcoined,borraved,usedin new
sensesandformedby normalmorphologicalprocesse$.

5.3 Typesof Word Information

We have alreadyobseredthat dictionariesarea, perhapshe, centralcomponenof MT
systemsln earlierChaptersye have presente@ highly simplifiedview of dictionaries—
for example,in Chapter3 thedictionarywassometimedittle morethanalist of rulessuch
asv — wal k, which only allows information aboutpart of speechto be represented,
andin Chapter4 we gave translationruleswhich simply pairedup the citation forms of
sourceandtamget words (e.g. t enperature <« tenperatur). However, though
someof the informationthatis foundin a typical paperdictionaryis of limited valuein
MT (e.g. informationaboutpronunciationis only usefulin speechto speechsystems),
in generalthe quality anddetail of the informationoneneedsfor MT is at leastequalto
thatwhich onefindsin paperdictionaries. In this sectionwe discussthe variouspieces
of informationaboutwordsthata goodMT systemmustcontain,basingoursehesonthe
dictionaryentriesabove. An issuewe will notaddressn this Chapteris the treatmentof
idioms,which onetypically findsin paperdictionaryentries.We discusghe treatmenof
idiomsin Chapter6.

It is usefulto make a distinctionbetweenrthe characteristicef a word itself (its inherent
properties)andthe restrictionsit placeson otherwordsin its grammaticalervironment.
Althoughthis distinctionis not explicitly dravn in paperdictionariesjnformationof both
typesis availablein them. Informationaboutgrammaticapropertiesncludesthe indica-
tion of genderin the Frenchpart of the bilingual dictionary entry andthe indication of
numberon nouns(typically, the citationform of nounsis the singularform, andinforma-
tion aboutnumberis only explicitly givenfor nounswhich have only plural forms, such
asscissos, andtrouses).

Informationaboutthe grammaticakrvironmentaword canappeatn is normallythought
of asdividing into two kinds: subcategorizationinformation, which indicatesthe syn-
tacticenvironmentsthata word canoccurin, andselectionalr estrictions which describe
semantigropertieof theervironment. Typicalinformationaboutsubcatgorizationis the
informationthatbuttonis atransitve verh Thisis expressedn theverbcode[Tn] in the
dictionaryentry on page89. More precisely this indicatesthatit is averbthatappearsas
theHEAD of sentencewith a(nounphrase SUBJECTanda(nounphraseOBJECT The
following givessomeexamplestogethemwith the appropriateverb codesfrom OALD:

yearsto constructevena smallsizedictionary Of coursethetime it takesto write a dictionaryentryis very
variable, dependingon how muchof thework hasalreadybeendoneby otherlexicographers.

“In fact, it is amuablethatthe vocahulary of alanguagédike English,with relatively productize morpho-
logical processess infinite, in the sensehatthereis no longestword of the language Eventhe supposedly
longestword antidisestablishmentarianisoanbe madelongerby addinga prefix suchascrypto- or a suffix
suchas-ist. Theresultmay not be pretty, but it is arguablya possibleword of English. The pointis even
clearerwhenoneconsidersompoundvords(seeSection5.4.3.
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D) Thepresidendied.[l]

The Romangestrgyedthecity. [Tn]
Samgave roseso Kim. [Dn.pr]

Samgave Kim roses.[Dn.n]
Sampersuadedim to stayathome.[Cn.t]
Kim believedthatthelibrary wasclosed.[Tf]
Thequality is low. [La]
Samappearedhebestmanfor thejob. [Ln]

S@ o000 oy

Note that[l] refersto intransitve verbsthat only needa subjectto form a grammatical
sentenceg]Tn] to transitive verbs(lik e button) thatneeda subjectandanobject,[Dn.pr] to
ditransitve verbswhichtake a subjectandtwo objects wherethe secondneis introduced
by the prepositiorto, [Dn.n] to ditransitive verbsthattake a subjectplustwo objectnouns,
[Cn.t] to comple transitve verbswhich requirea subject,objectandaninfinitival (non-
tensedxlausentroducedby to, [Tf] to transitve verbstakinga subject,objectandafinite
(tensedkentencentroducedby that, [La] to linking verbswhich link anadjectval phrase
(which describesn someway the subject)to the subject,and[Ln] refersto linking verbs
whichlink anounphraseo the subject.

Verbsarenotthe only word catayoriesthatsubcatgorizefor certainelementsn their en-
vironment.Nounsexhibit the samephenomenonjk e thosenounsthathave beenderived
from verbs(deverbalnouns).

(2) a. Thedeathofthepresidentshocledeverybody
b. Thedestructionof the city by the Romansvasthorough.

Similarly, therearesomeadjectvesthatsubcatgorizefor certaincomplementsNotethat
in the examplesbelon we find threedifferenttypesof complementsandthat 3b and3c
differ from eachotherbecausen 3b the subjectof the main clauseis alsothe understood
subjectof the subclausewhereasn 3c the subjectof the main clauseis the understood
objectof thesubclause.

(3) a. Marywasproudof herperformance
b. Hewaseager to unwrap his present
c. Thatmatteris easyto dealwith.

An adequatalictionaryof Englishwould probablyhave to recognizeat leasttwenty dif-
ferentsubcatgorizationclasse®f verb,anda similar numberfor adjectvesandnouns.

Thereasoronecannotbe preciseaboutthe numberof differentsubcatgorizationclasses
is thatit dependga) onhow finethedistinctionsarethatonewantsto draw, and(b) onhow

far onereliesonrulesor generabprinciplesto captureregularities. For example,probably
all verbsallow coordinatedsubjectssuchasSamandLeslie but therearesome like meet

wherethisis equivalentto anordinarytransitve SUBJECTVERB-OBJECTconstruction
(cf. (4a),and(4b) meanthe sameput (4c) and(4d) do not). Onecoulddecideto recognise
this distinctionby creatinga separatesubcatgorizationclass,thusextendingthe number
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5.3 TYPESOF WORD INFORMATION 89

of classesBut onecouldalsoarguethatthis factaboutmeetandsimilar verbsis probably
relatedo theirsemanticgthey describesymmetricrelationsjn thesensdhatif A meetsB,
thenB meetsA), andis thusregularandpredictable Theappropriateapproactktouldthen
beto treatit by meansof a generalinguistic rule (perhaponethattransformsstructures
like (4a)into onesof theform (4b)) Of courseunlessonecanrely onsemantiénformation
to pick out verbslike meet onewill have to introducesomemarkon suchverbsto ensure
thatthey, andonly they, undego this rule. However, this is not necessariljthe sameas
introducinga subcatgorizationclass.

(4) a. SammetMary
b. SamandMary met
c. Samsaw Mary
d. *xSamandMary sawv

Subcatgorizationinformation indicatesthat, for example, the verb button occurswith

a noun phraseOBJECT In fact, we know much more aboutthe verb than this — the
OBJECT or in termsof semantiaoles,the PATIENT, of theverbhasto bea ‘buttonable’
thing, suchasa pieceof clothing,andthatthe SUBJECT(morepreciselyAGENT) of the
verbis normally animate> Suchinformationis commonlyreferredto asthe selectional
restrictions that words place on items that appearin constructionswvherethey arethe
HEAD. Thisinformationis implicit in the paperdictionaryentryabose— theinformation
thatthe objectof buttonis inanimate andnormally anitem of clothing hasto be worked
out from the useof sth (= ‘some&hing) in the definition, andthe example,which gives
coat, jacket, shirt aspossibilities. The entry nowheresaysthe SUBJECTof theverbhas
to beananimateentity (probablyhuman),sinceno otherentity canperformthe actionof

‘buttoning’. It is assumedrightly) thatthe humanreadercanwork this sort of thing out
for herself. Thisinformationhasto be madeexplicit if it is to beusedin analysistransfer
or synthesispf course.

Basic inherentinformation and information aboutsubcatgorizationand selectionalre-
strictionscan be representedtraightforvardly for MT purposes.Essentially entriesin

anMT dictionarywill be equialentto collectionsof attributesandvalues(i.e. features).
For example,onemight have somethindik e the following for the nounbutton indicating
thatits base or citationform is but t on, thatit is acommonnoun,whichis concr et e

(ratherthanabst r act , like happinessor sincerity)

|l ex = button
cat = n
ntype =
nunber =
human = no
concrete = yes

conmon

STherestrictionapplyingonthe OBJECTof theverbactuallyconcernshethingwhichis buttonedwhether
thatappearsasthe OBJECTof aactive sentencer the SUBJECTof a passve sentence.

89



90 DICTIONARIES

An obviousway to implementsuchthingsis asrecordsin a databasewith attributesnam-
ing fields (e.g. cat ), andvaluesasthe contentsof thefields(e.g.n). Butit is notalways
necessaryo namethe field — onecould, for example,adopta corventionthat the first
field in a recordalways containsthe citation form (in this casethe value of the feature
| ex), thatthe secondfield indicatesthe category, andthat the third field somesort of
subdvision of the catagory.

Looking at the dictionary entry for the nounbutton it becomeslearthat different parts
of speechwill have a differentcollection of attributes. For example,verbswill have a
vt ype, ratherthanannt ype feature,andwhile verbsmight have fields for indications
of number personandtense pnewould not expectto find suchfieldsfor prepositionsin
the entry we have givenwe alsofind oneattribute — nunmber — without a value. The
ideahereis to indicatethat a value for this attribute is possible,but is not inherentto
the word button which may have differentnumbervalueson differentoccasiongunlike
e.g. trouses, which is always plural). Of course,this sort of blank field is essential
if fields are indicatedby position, ratherthan name. In systemswhich nameattribute
fields it might simply be equialentto omitting the attribute, but maintainingthe field
is still usefulbecauseat helpssomeonavho hasto modify the dictionaryto understand
the informationin the dictionary An alternatve to giving a blank value, is to follow
the practiceof somepaperdictionariesandfill in the default, or (in somesensehormal
value.For anattributelike nunber , thiswould presumablybe singular This alternatve,
however, is unfashionablghesedays, sinceit goesagainstthe generallyaccepteddea
thatin the bestcaselinguistic processingnly adds andnever changesnformation. The
attractionof suchan approachis that it makesthe orderin which things are doneless
critical (cf. our remarksaboutthe desirability of separatingdeclaratve and procedural
informationin Chapterd).

In orderto includeinformationaboutsubcatgorizationand selectionakestrictions,one
hastwo options. Thefirst is to encodeit via setsof attributeswith atomic valuessuch
asthoseabove. In practice,this would meanthat onemight have featuressuchassub-

cat =subj _obj , andsempat i ent =cl ot hi ng. As regardssubcatgorizationinfor-
mation, this is essentiallythe approachusedin the monolingualpaperdictionary above.
Theresultingdictionaryentry couldthenlook somethindik e the following:

| ex button

cat = v

vtype = main

finite =

person =

nunber =

subcat = subj _obj
semagent = hunman
sempati ent = cl othing

In somesystemghis may be the only option. However, somesystemanay allow values
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to be sets,or lists, in which caseone hasmore flexibility. For example,onemight rep-
resentsubcatgorizationinformationby meansof a list of categories,for examplesub-
cat = [np, np, np] mightindicatea verb that allows threeNPs (suchasgive), and
[ np, np, pp] mightindicateaverbthattakestwo NPsanda PP (againlike give).

(5) a. SamgaverosedtoKim. (subcat = [ np, np, pp])
b. SamgaveKim roses(subcat = [ np, np, np])

A furtherrefinementvould beto indicatethe actualgrammaticakelationsinvolved, per

hapsasin subcat = [ SUBJ: np, OBJ: np, | OBJ: pp]. A notationwhich allows

thelexicographetto indicateotherpropertieof theitemswould be still moreexpressie.

For example,it would be usefulto indicatethat with give, the prepositionin the PP has
to beto. This would meanthatinsteadof ‘pp’ and‘np’ onewould have collectionsof

featuresandperhapsvenpiecesof syntacticstructure.(A currenttrendin computational
linguisticsinvolvesthe developmentof formalismsthat allow suchvery detailedlexical

entriesandwe will sayalittle moreaboutthemin Chapterl0).

Turning now to the treatmentof translationinformationin MT dictionaries,one possi-
bility is to attemptto representll the relevant information by meansof attributesand
values.Thus,asanadditionto the dictionaryentry for button givenabove, a transformer
systemcould specifya ‘translation’ featurewhich hasasits valuethe appropriateamet
languageword; e.g.t rans = bout on for translationinto French.Onemight alsoin-
cludefeatureswhichtriggercertaintransformationgfor examplefor changingword order
for certainwords). However, this is not a particularly attractive view. For onething, it
is clearly orientedin onedirection,andit will be difficult to produceentriesrelatingto
the otherdirectionof translationfrom suchentries.More generally onewantsa bilingual
dictionaryto allow the replacemenbf certainsourcelanguageorientedinformationwith
correspondingametlanguagenformation— i.e. replacetheinformationonederivesfrom
the sourcedictionaryby informationderivedfrom thetamgetdictionary This suggestshe
usageof translatiorruleswhich relateheadwordsto headwords. Thatis, rulesof thetype
weintroducedn Chapterd, liket enperat ure <« tenperatur.

As we notedbefore,not all translationrulescanbe a simplemappingof sourcelanguage
wordsontotheir targetlanguagesquialents.Onewill have to putconditionsontherules.
For example,one might like to be ableto describein the bilingual entry that dealswith
like and plaire, the changein grammaticalrelationsthat occursif oneis working with
relatively shallav levelsof representation)n effect, thetransferrule thatwe gave for this
examplein Chapted mightbeseerasabilinguallexical entry Othertranslatiorrulesthat
may requiremorethanjust a simplepairing of sourceandtargetwordsarethosethattreat
phenomendik e idioms andcompoundsandsomecasef lexical holes(cf. Chapter6).
To dealwith suchphenomenailingual dictionaryentriesmay have a singlelexical item
on the sideof onelanguagewhereaghe otherside describesa (possiblyquite comple)
linguistic structure.

Theentryfor buttontakenfrom a paperdictionaryat the beginning of this Chapterillus-
tratesan issueof major importanceto the automaticprocessingpf somelanguagesin-
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cluding English. This is thevery widespreadccurrencef homography in thelanguage.
Loosely speaking,homographsare words that are written in the sameway. However,
it is importantto distinguishseveral differentcasegsometimeghe term homographyis
restrictedto only oneof them).

1 Thecasewherewhatis intuitively a singlenoun(for example)hasseveral different
readings. This canbe seenwith the entry for button on page89, wherea reading
relatingto clothingis distinguishedrom a‘knob’ reading.

2 Thecasewhereonehasrelateditemsof differentcategorieswhich arewritten alike.
For example,buttoncanbeeitheranounor averh

3 The casewhereone haswhat appeargo be unrelateditems which happento be
written alike. The classicexampleof this is the nounbank which candesignate
eitherthesideof ariver, or afinancialinstitution.

Thesedistinctionshave practicalsignificancewvhenoneis writing (creating,extending,or
modifying) adictionary sincethey relateto the questionof whenoneshouldcreatea new
entry (by defininga nev headvord). Theissuesnvolved areratherdifferentwhenoneis
creatinga‘paper’ dictionary(whereissuef readabilityareparamountpr adictionaryfor
MT, butit is in any casevery mucha pragmaticdecision.Onegoodguiding principleone
might adoptis to groupentrieshierarchicallyin termsof amountsof sharednformation.
For example,thereis relatiely little thatthe two sensef bank shareapartfrom their
citationform andthe factthatthey arebothcommonnouns,soonemayaswell associate
themwith differententries.In acomputationatettingwhereonehasto give uniqguenames
to differententries,this will involve creatingheadwordssuchasbank_1 andbank_2,
or (bank_f i nance, andbank_ri ver). As regardsthe nounandverb button, though
onemight wantto have someway of indicating that they arerelated,they do not share
muchinformation,andcanthereforebe treatedasseparatentries. For multiple readings
of a word, for example, the two readingsof the noun button, on the other hand, most
informationis shared— they differ mainly in their semantics.In this case,it might be
usefulto imposeanorganizationn thelexiconin whichinformationcanbeinheritedfrom
anentryinto sub-entriegor moregenerally from oneentryto another) or to seethemas
subentrie®f anabstractprotoentry’ of somesort. Thiswill certainlysave time andeffort
in dictionary construction— thoughthe savzings one makesmay look smallin onecase,
it becomessignificantwhenmultiplied by the numberitemsthat have differentreadings
(this is certainlyin the thousandsperhapshe hundredsof thousandssincemostwords
listedin normaldictionarieshave atleasttwo readings).Theissueghisraisesarecomplex
andwe cannotdo themjustice here ,however, thefollowing will give aflavour of whatis
involved.

More generallywhatoneis talking abouthereis inheritance of propertiebetweerentries
(or from entriesinto subentries). This is illustratedin Figure5.1. One could imagine
extendingthis, introducingabstracentriesexpressingnformationtrue of classeof (real)
entry For example,one might want to specify certainfactsaboutall nouns(all noun
readings)just once, ratherthan statingthem separatelyin eachentry The entry for a
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5.4 DICTIONARIES AND MORPHOLOGY 93

typical nounmight thenbe very simple,sayingno morethan‘this is a typical noun’, and
giving the citation form (and semanticsandtranslation,if appropriate).Oneallows for

subreularities(thatis lexical elementsvhich areregularin somebut not all properties),
by allowing elementgo inherit someinformationwhile expressinghespecialor irregular
informationdirectly in the entryitself. In mary casesthe optimal organizationcanturn

out to be quite complicated,with entriesinheriting from a numberof differentsources.
Suchanapproactbecomesvenmoreattractve if defaultinheritancds possible. Thatis,

thatinformationis inherited,unlessit is explicitly contradictedn an entry/reading— it

would thenbe possibleto say for example,‘this is a typical noun, exceptfor the way it

formsits plural’.

O noun
{cat=n
ntype =
number =
concrete = }

common noun

ntype = common

button O parser O trousers
{ lex = button } {lex = parser} {number = plural
lex = trousers  }

Figure5.1 Inheritance

Onefinal andimportantcomponenbf anMT dictionary whichis entirelylackingin paper
dictionaries(at leastin their printed, public form) is documentation Apart from general
documentationlescribingdesigndecisionsandterminology,andproviding lists anddefi-
nitions(includingoperationatests)or theattributesandvaluesthatareusedin thedictio-

nary (it is, obviously, essentiathatsuchtermsareusedconsistently— andconsisteng is

aproblemsincecreatingandmaintaininga dictionaryis not a taskthatcanbe performed
by a singleindividual), it is importantthateachentryincludesomelexicographerscom-
ments— informationaboutwho createdthe entry, whenit waslastrevised,the kinds of

exampleit is basedon, whatproblemstherearewith it, andthe sortsof improvementthat
arerequired.Suchinformationis vital if adictionaryis to be maintainecandextended.In

generalthoughthe quality andquantityof suchdocumentatiomasno effect ontheactual
performancef thedictionary it is critical if adictionaryis to be modifiedor extended.

5.4 Dictionaries and Mor phology

Morphology is concernedwith the internal structureof words, and how words can be
formed. It is usualto recognizehreedifferentword formationprocesses.
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1 Inflectional processes)y meansof which aword is derived from anothemword form,
acquiringcertaingrammaticaffeaturesbut maintainingthe samepart of speechor
catgory (e.g.walk, walks);

2 Derivational processes which aword of a differentcategory is dervedfrom another
word or word stemby the applicationof someprocesge.g.grammar— grammati-
cal, grammatical— grammaticality;

3 Compounding, in which independentvordscometogethelin someway to form anev
unit (buttonhols.

In English,inflectionaland derivationalprocessefvolve prefixes(asin undg andsuf-

fixes (asin stupidity), andwhatis calledcorversion, or zero-affixation wherethereis a
changeof cateyory, but no changeof form (andexamplewould bethe procesghatrelates
the nounbutton to the verb). In otherlanguagesa rangeof devicessuchaschangesn

the vowel patternsof words, doubling or reduplicationof syllables,etc., arealsofound.
Clearly theseprefixes and suffixes (collectively known as affixes) cannot'stand alone’
aswords. Compoundings quite differentin thatthe partscaneachoccurasindividual
words. Compoundings a very productive phenomenoiin the Germaniclanguagesand
posessomeparticularproblemsn MT, whichwe will discusdater

5.4.1 Inflection

As arule, paperdictionariesabstractway from inflection. Headwordsaregenerallyunin-
flected,thatis, nounsappeain singularform andverbshave the baseg(or infinitival) form.
Therearea numberof reasondor this. Thefirst is thatinflectionis a relatively regular
processandoncetheexceptionalkcasehave beenseparatedut, inflectionalprocesseap-
ply to all memberf a given cateyory. For example,to form thethird personsingularof
the presentenseof verbsonesimply suffixess (or its varianteg to thecitationform of the
verh Thereareveryfew exceptiongo thisrule. Sinceit is aregularprocessthedictionary
usercanberelieduponto form regularly inflectedwordsfrom the citationforms givenin
the dictionary at will. Of course,irregularities, suchas irregular plurals (sheep oxen
phenomenaetc.) and plural only nouns(trouses) mustbe statedexplicitly. A second
importantreasonis eminentlypractical— it savesspacetime andeffort in constructing
entries. SinceEnglishinflectionalmorphologyis ratherimpoverished thesesavings are
notenormousBut Spanishfor example hassix differentverbformsfor thepresentense,
andif we addthosefor the pasttenseg(eitherimperfectoor pregritoin Spanishjt amounts
to 16 differentverb forms. Otherlanguagesnake even more useof inflections,like, for
example,Finnishwherethereare saidto bein the region of 2000formsfor mostnouns,
and 12 000formsfor eachverh It will be obviousthatthe needto describenflectional
variationby meansof rulesis pressingn suchcases.

Within thecontect of MT, it is clearlydesirableo have asimilarapproachywheremonolin-
gualandtransferdictionariesonly containthe headwordsandno inflectedwords. In order
to achieve this a systemmust be capableof capturingthe regular patternsof inflection.
This canbe doneby addinga morphologicalcomponento the systemwhich describes
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all the regular inflectionsin generalrules, with additionalexplicit rulesfor irregularin-
flection, thus allowing dictionarywriters to abstractaway from inflectedforms asmuch
aspossible. The morphologicalcomponentvill be ableto mapinflectedwordsontothe
appropriateneadwordsandwill retainthe information provided by the inflectionalaffix
by addingtherelevantfeatures.

Let usconsideragainthe verb affectsin the simplesentencdempeature affectsdensity
First, we want our morphologicalcomponento recognizeaffectsasaninflectedform of

affect Secondlywe wantto retainthe informationcarriedby the affix sowe canuseit

later whengeneratinghe outputsentence.ln the caseof affectsthis meanswe wantto

statethat the verb is finite, or tensed(in fact, presenttense). This is importantsinceit

allowstheverbto occurastheonly verbof amainclause.Thetensealsopreventstheverb
from occurringbehindauxiliary verbslik e will. Otherinformationthatwe gatherfrom the
inflectionis thefactthattheverbis third person(asopposedo first personpccurringwith

| or we, andasopposedwith secondperson,occurringwith you), andthatit is singular
(ratherthanthird personplural, which occurswith they, or with a plural noun).

Therearevariouswaysof describingthis, but perhapghe simplestis to userulesof the
following form:®

(1 ex=V, cat =v, +fi ni t e, per son=3rd, nunber =si ng, t ense=pr es)
< V+ s

Herewe have introduceda rule which saysthat finite verbswhich arethird personsin-
gularandhave presentense(cat =v, +finite, person=3rd, nunber=sing,

t ense=pr es) canbeformedby addings to the baseform (the baseform is represented
asthevalueof the attributel ex). Therule canalsobereadin the oppositedirection: if
aword canbe divided into a string of characterands, thenit may be a finite verb with
third personsingularin presentense.Otherruleswould have to be givento indicatethat
the +s endingcanbe addedto all verbs,exceptfor thosethatendin +s, themseles! in
which casees is added(cf. kiss kisse$.

Whethersomethings indeedthe baseform of the verb canbeverifiedin the monolingual
dictionary. So,if the morphologicalanalyserencounters word like affects it will check
whetherthe monolingualdictionarycontainsanentrywith thefeaturescat = v, | ex

= af f ect. Sinceit does,affectscanbe representethy meansof the lexical entry with

someof theinformationsuppliedby therule. Theresultof morphologicalanalysisthenis
arepresentatiowhich consistof boththeinformationprovidedby thedictionaryandthe
informationcontributedby the affix.

8In thisrulewewrite +f i ni t e forf i ni t e=+. Wealsoignoresomeissuesaboutdatatypesin particular
the factthaton the right-hand-sidev standsfor a string of characterswhile on the lefthand(lexical) sideit
standdor thevalueof anattribute,whichis probablyanatom,ratherthanastring.

"More precisely therule is thatthe third persorsingularform is the baseform pluss, except(i) whenthe
baseform endsin s, ch, sh 0, X, z, in which case+esis added(for example,poatd-poades pushpushe}
and(ii) whenthebaseform endsin y, wheniesis addedo the baseminusy.
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| ex = affect

cat = v

vtype = main
subcat = subj _obj
semagent = ?
sempatient = ?
viorm= finite
person = 3rdsing
tense = pres

In orderto recognizdrregularformsthe morphologicakomponenhasto containexplicit
rules. Oneapproachereis to try to normalisethe spelling,sothatthe ordinarymorpho-
logical rulescandealwith theresult. For example,onemight have ruleslik e thefollowing
to dealwith theirregularthird personsingularformsof beandhave

be+s — is

have+s — has

Underthis approachmorphologicalnalysisfor is andhasis atwo stageprocess.

Thealternatve is to statethe relationshipbetweernthe formsis andhasdirectly, via rules
like thefollowing:

(1 ex=be, cat =v, +fini te, person=3rd, nunber =si ng, t ense=pr es)
< is

(1 ex=have, cat =v, +fini t e, person=3rd, nunber =si ng, t ense=pr es)
+ has

A graphicinterpretatiorof thetwo alternatve approachess givenin Figure5.2.

Notice that we mustensurethat theserulesapply in the right cases.For example,dies
shouldnot be analysedasdi+es This is not problematic,providing we ensurethat the
analysesve producecontainactuallexical items®

In synthesisthereis arelatedproblemof makingsurethattheregularrulesdo not produce
*bes and*haves Oneapproacthio thisisto try to divide rulesinto exceptionalanddefault
groups,andto make surethat no default rule appliesif a an exceptionalrule canapply
Thus,for example thefactthatthereis a specialrule for thethird personsingularform of

8Notice, however, thatwe still cannotexpectmorphologicaknalysisandlexical lookupto comeup with a
singleright answerstraightaway. Apartfrom anything else,aform like affectscouldbe a nounratherthana
verh For anothetthing, justlooking attheword form in isolationwill nottell uswhich of severalreadingsof
awordis involved.

96



5.4 DICTIONARIES AND MORPHOLOGY 97

{ lex = be { lex = be
tense = present tense = present
number = singular number = singular
person = third person = third
cat=v } cat=v }
normal
morphology
rules
be +s
spelling
rules
is is

Figure 5.2 Treatmenbf IrregularVerbs

is would preventtheapplicationof thenormalor defaultrule thatsimply addssto thebase
form of theverh

Alternatively, one could addfeaturesto control which rulesapply to lexical entries,and
have the morphologicalrules checkfor the presenceof the particularfeature. This ap-
proachis particularly attractve in caseswhere a languagehas a numberof conjuga-
tion or declensionclasses— lexical items can containfeaturesindicating their conju-
gation/declensionlass whichthe morphologicakulescancheck.

Sofar, we havetalkedaboutmorphologicatulesasthingsthatactuallyapplyasasentence
is beinganalysed Anotherway in which onecouldusethemis to compileouta full form
dictionaryfrom a dictionaryof uninflectedwords,essentiallyby runningthe morphologi-
calrulesoverthedictionaryof uninflectedforms. Note, however, thatthis stratejy would
build amonolingualdictionaryof anenormousizefor language$ik e Spanishpr Finnish.

5.4.2 Derivation

Derivation processegorm new words (generallyof a different category) from existing
words,in Englishthis is mainly doneby addingaffixes. For example,industrialization

anddestructioncanbe thoughtof asbeingderived in the way illustratedbelov. As one
canseefrom destruction it is not necessarilythe citation form of a word thatappearsn

derivations,for this reasorit is commonto talk of derivationalprocessesvolving stems
andaffixes(ratherthanwordsandaffixes).

(6) a. [~ [v[aps [n industry]+ial |+ize]+ation]
b. [n [v destry ]+ion]
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In a paperdictionary somedervedwordsarelisted, underthe relevantheadword. This
is partly becausaffixesdiffer in their productvity andin the regularity of the effect they
have onthewordsor stemshatthey combinewith. For example thereseemgo benoreal
basisonwhichto predictwhich of the noun-formingaffixesproducenounsfrom particular
verbs.Thisis illustratedbelown by theverbsarrive, destoy, anddeport

Verb +al +uction +ation
arrive  arrival *arruction  *arrivation
destry *destrosal destruction *destroyation
deport *deportal *depuction deportation

(7)

However, somederivationalprocessearequite regularandcanbe describey meansof
a bf word grammar. This involves: (i) enteringthe affix in the dictionary; (ii) allowing
it to subcatgorizefor whatit combineswith (e.g. -able combineswith transitive verbs:
witnessreadreadablé — thisis justlike normalsyntacticsubcatgorization;(iii) making
surethattherulesto combinewordsandaffixesgive the derivedword the correctfeatures
for theresult,andtake careof any spellingchangesn word or affix; (iv) finding someway
of specifyingthe meaningn termsof the meaningsf the word andaffix.

As with inflection, the rulesmustbe setup so asto produceonly genuinelexical items.
For example,we canensurethat the rulesthat analysecordiality ascordial+-ity do not
producequah--ity from quality, becausehereis nolexical item * qual.

One approachto handlingderivational morphologyin MT is to simply list all derived
words,andfor somederivedwords(e.qg. landing, in the senseof areaat thetop of stairs),
this is clearly the right approach becauseheir meaningis unpredictable. But not all
derivationalmorphologyis unpredictableSomeaffixesalmostalwayshave justonesense,
like the prefix un which (whencombinedwith anadjectve) normally meansnot X’ (un-
happymeansnot happy?®, andfor otherstherearecertaintendenciesr regularities:with
theexampledn (8) theadditionof thesuffix -ing to theverbstemseemdo have the same,
regularconsequencor the meaningof the word, sothe derivedword denoteghe action
or processassociateavith theverb(theactof Xing). Spealersexploit thisfactby creating
new wordswhich they expecthearerdo understand.

(8) a. Thekilling of elephantss forbidden.
b. Driving off wentwithoutary problems.
c. Thepaintingof still livesnever appealedo me.

In contrastwith the examplesin (8), one should considerthe nounsin (9), wherethe
meaningalthoughcommon,s not predictabldrom the suffix -ing:

(9) a. Painting: apictureproducedvith paint
b. Covering: somethingvhich coverssomething

®Note that the category of the stemword is important,sincethereis anotherprefix un which combines
with verbsto give verbswhich mean‘perform thereverseactionto X’ — to unkuttonis to reversethe effect
of buttoning.
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c. Cutting: somethingvhich hasbeencut out
d. Crossing:aplaceweree.g.roadscross

We seeherethata verb+ingnouncanreferto a product(9a), a thing which performsan
action (9b), a thing which undegoesan action (9c), or a place(9d). At the sametime,
however, it is true thatin mostcaseshe regular interpretation'the act of Xing’ is also
available. What this meansis that thereis almostalways a problemof ambiguity with
derivedwords.

Moreover, thereare casesvhereone cantranslatederived wordsby translatingthe stem,
andtranslatingthe affix. For example,the Frenchtranslationof Englishadwerbsformed
from an adjectve plus-ly is often madeup of the translationof the adjectve plus-ment
(e.g. quick+ly — rapide+ment easy+ly — facile+tmen}, etc. But this is only possible
for someaffixes,andonly whentheinterpretatiorof thedervedword is predictable.The
difficulties of translatingderived words by translatingstemsand affixescancanbe seen
from thetranslationof the previousexamplesinto Dutch.

(10) a. Kkilling = doden
b. driving off = wegrijden
c. painting(theact)=- schilderen

painting(the product)s# schilderenput = schilderij
covering# bedeklen,but = bedekking

cutting# knippen,but = knipsel

crossing# kruisen,but = kruispunt

e ~oo

Thus,thoughtheideaof providing rulesfor translatingdervedwordsmayseenmattractie,
it raisesmary problemsandso it is currently more of a researchgoal for MT thana
practicalpossibility

5.4.3 Compounds

A compoundis a combinationof two or more wordswhich functionsasa single word.
In English,the mostcommontype of compounds probablya compoundmadeup of two
nouns(noun-nourcompounds)suchasthosein thedictionaryentryfor buttort

(11) a. buttonhole:
[nv [~ button][nx hole]]
b. buttonhook:
[ [~ button][x hook]]
c. buttonmushroom:
[n [~ button][xy mushroom]

In Spanishfor example othertypesof compoundsreequallyimportantjncludingadjective-
adjectve compounds:
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(12) a. guardacostagcoastguard’):
[~ [~ Quarda[y costag]
b. rojiblanco(‘red andwhite’):
[4 [4 roji ][4 blanco]]

Orthographically differentlanguagedollow different corventionsfor compounds.For
example,in Germancompoundsare generallywritten asoneword, but in Englishsome
arewritten asoneword (asbuttonholeandbuttonhookabove), someashyphenatedvords
(e.g.small-scal¢ andsomeasjuxtaposedvords(e.g. buttonmushoom.

As with derivationsiit is possibleto describagherangeof possiblecompounddy meanof

aword grammayandaswith derivationsthe possibilitythatonemight be ableto translate
compounddy translatinghe componenpartsis very attractive — especiallysinceit isin

principle not possibleto list all Englishcompoundsbecauseompoundingcangive rise
to wordsthat arearbitrarily long. To seethis, considerthatonecanform, in additionto

film society

(13) a. studenfilm
b. studenffilm society
c. studenfiilm societycommittee
d. studentilm societycommitteescandal
e. studenffilm societycommitteescandalnquiry

Unfortunately thoughtherearecasesvheredecomposing compoundandtranslatingits

partsgives correctresults(e.g. the GermancompoundWassesportveein translatesas
water sportclub), the problemsof interpretatiorandtranslationare evenworsefor com-

poundsthanfor derivations. Apart from the factthat somecompoundsave completely
idiosyncraticinterpretationge.g. aredheads a personwith gingercolouredhair), there
areproblemsof ambiguity. For example studenfilm societycouldhave eitherof thestruc-
turesindicated,with differentinterpretationgthe first might denotea societyfor student
films, theseconda film societyfor students}?

(14) a. [n [~ studenfilm]society
b. [n studenfy film society]

A differenttypeof ambiguitycanbeillustratedby giving anexample:satelliteobservation
may on one occasionof usemeanobservatiorby satellite while on anotheroccasionof
useit mightmeanobservatiorof satellites Mostof thetime humansareableto rely onei-
therourworld knowledgeor on the contet to unravel acompounds meaning.Moreover,
it is frequentlyimportantfor translationpurposego work out the exactrelationexpressed
by a compound.In Romancdanguagesfor example,this relationmay be explicitly re-

OwWherewords have beenfusedtogetherto form a compoundasis prototypicallythe casein Germanan
additionalproblempresentstself in the analysisof the compoundnamelyto decideexactly which words
the compoundconsistsof. The Germanword Wachtraum for example,could have beenformedby joining
Wach andTraumgiving a compositemeaningof day-dieam Ontheotherhand,it couldhave beenformedby
joining Wacht to Raum in which casethe compoundwvould meanguard-room
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alisedby a preposition.For example,reseach infrastructue in Spanishtranslatesasin-

fraestructua para la investigaobn (literally, ‘infrastructurefor research’). Nor canwe

happily assumethat an ambiguity in one languagewill be presered in another Thus
satelliteobservatiorhastwo possibletranslationsn Spanishdependingon its meaning:
observadin por satelite(‘obsenation by satellite’) andobservadin de satelites(‘obser

vationof satellites”).

A furtherproblemwith compoundss thatawide variety of relationsarepossiblebetween
the elementof a compound.Thusbuttonholeis a hole for buttons,but button mushoom
is amushroonthatresembles button. It is not clearhow to capturetheserelations.

Thus,aswith derivations,areally generabpproacho thetreatmenof compoundsemains
aresearclgoalfor MT.

5.5 Terminology

The discussiorso far hasbeenaboutissuesrelatingto generalvocatulary However, a
slightly different,and somevhat lesstroublesomeset of issuesarisewhenoneturnsto
the specialistvocalulary that onefinds in certaintypesof text in certainsubjectfields
(the vocalulary of weatherreportsis an extremeexample,otherexamplesmight be the
vocalulary of reportsontrials for medicalreportsyeportsof testsof pharmaceuticadrugs,
or reportsof particularkinds of sportingevent). Suchfields often have a relatively well-
definedterminology which is sometimeseven codified,andgiven official recognitionby
professionabodies.Whatthis codificationinvolvesis settlingon a collectionof concepts,
andassigningeacha name(or perhapsseveralnamesgonein eachof severallanguages).
Whena word (or collectionof wordsin severallanguagesilesignatea single conceptin
thisway, it is calledaterm. Examplesof termsincludethe namedor materialobjects but
alsothe abstractentities(processesproperties functions,etc). Conceptsandhencethe
associatederms, canbe organizedinto conceptuaktructurespasedon the relationship
betweenthem. For exampletables,chairs,cupboardsgtc. canbe groupedtogetheras
furniture, with a possiblesubdvision into householdurniture andofficefurniture.

Termsmay be simplewords or multiword expressions.Syntactically thereis nothingto
distinguishtermsfrom ordinarylanguagealthoughthereis a strongtendenyg for termsto
benouns,oftencompouncdhouns.

Termsare potentially moretractablefor MT systemshangenerallanguagevocalulary,
sincefor the most partthey tendto be lessambiguous.While a generallanguageword
mayrepresenimorethanoneconcepin asystemof conceptsthereis frequentlya one-to-
onemappingbetweenermsandthe conceptshey represent.Take for examplethe word
graduation whichin machingool terminologyhasthevery precisemeaning:“distribution
of divisionson the scaleof anapparatuglinear, logarithmic,quadraticetc)” Thegeneral
languageword graduation on the otherhand,hasmary more meaningsjncluding “the
ceremon atwhich degreesareconferred”.Whatthis meanspf coursejs thatonecanin
principle adoptan interlingualapproacho terminology For example,evenin atransfer
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system,one neednot deal with termson a languagepair basis— all one may needis
to have analysisand synthesisrules which relate the words for individual termsto an
interlingualnamefor the associate@oncepf(this could be anarbitrarynumericalcode,a
collectionof featurespr eventhe actualtermusedin oneof thelanguagespf course).

It is not always the casethat a term represent®ne and only one concept— thereare
examplesof termswhich areambiguous.For example,in machinetool terminologythe
term screw is definedasfollows: “a machinethreadwhoseessentiaklementis a scrav
thread. A scrav is eitheran externalscrav or aninternalscrav.” (Likewise, synorymy
amongstermsoccurs,thoughmuchlessfrequentthanin generallanguage.ln machine
tool terminology for example,crampandclampappearto designatehe sameconcept.)
However, the problemsof ambiguity are small whencomparedo the problemsone has
with generalvocalulary.

Therearestill sometranslationaproblemswith terminology however. In particular there
are problemswhenerer thereis a mismatchbetweenthe conceptuakystemsof the two
languagego betranslated An exampleof a conceptmismatchfrom wine-makingtermi-
nologyis the differencebetweerthe Englishacid andthe Frenchacidewhich aredefined
asfollows:

(15) a. acid: termappliedto wine containinganexcessve amountof , usuallya
wine madefrom grapesot completelyripe.

b. acide carackred’'unvin dontlateneurele/éeen‘ acidesorganique$pr0\/ient

géreralementeraisinsincompktemenimdrs.

While the Frenchdefinition speaksof acidesorganiques(‘organic acids’), the English
speaknly of acids If themismatchs considereaignificantenoughthetermmayneed
to be paraphraseth the otherlanguage.ln suchcasedranslatingterminologyraisesthe
sameproblemsasdealingwith generalocalulary.

Fortunately problemcasesn terminologytranslationaremuchlessfrequentthanin gen-
eralvocalulary

From the point of view of the humantranslatoy and moreparticularly groupsof human
translatorgollaboratingon thetranslationof documentsterminologyposesothersortsof
problem.First, thereis the problemof size— the sheemumberof termsthereareto deal
with. Secondthereis the problemof consisteng

With respecto the secondproblem,MT offersa considerabladvantage.Thisis because
oncea term hasbeentranslatedit is possibleto storethe term andits translation,and
ensurghatthetermis translatecconsistenththroughoutexts.

Of coursethisis partly a solutionto the problemof sizealso,becausét ensureghatthe
researctandeffort thatgoesinto finding atranslationfor atermis notduplicatedoy other
translatorsvorking with the samesystem.However, it is only a partial solution,because
thereis a seeminglyinexorableincreasein terminologyin mary subjectareas. Many
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hoursof researclareput into the recognitionand documentatiorof newv termsandtheir
translationalequivalentsin otherlanguages.To alleviate this problem,mary translators
andtranslationbureauxmale use of termbanks, either pre-«isting, or constructedn-
house.

Termbanksare basicallydatabasesvhich containmary thousand®of entries,onefor ev-

ery term. Theseentriesconsist,just like dictionaryentries,of severalfields, but the type
of information given in thesefields is ratherdifferentfrom that which onefindsin an

ordinarydictionary Partly, this is becausdhe properdocumentatiorof a term requires
specificinformationaboutthe provenancef theentry andaboutwhenit wascreatedand
whenmodified (of course,onewould expectto find information of this kind availableto

the builders of a properlydocumentedlictionarytoo). Otherinformationwill typically

concernrelatedterms(synoryms, antoryms, abbreiations, superordinateermsand hy-

poryms), subjectarea(e.g. pharmaceuticaproductsvs. sportsgoods),and sourcesof

furtherinformation (e.g. specialistdictionariesor referencebooks). On the otherhand,
informationaboutgrammaticapropertiesandpronunciatioris typically ratherscant.This

is partly because¢ermsarevery often new words, or loanwords,andtypically follow the

regularmorphologicakulesof alanguage Similarly, thelack of phonologicainformation
is partly becausdhe entriesare orientedtowardswritten material,but alsobecausat is

expectedthat the termswill be phonologicallyregular (i.e. they will follow the normal
rulesfor thelanguagegpr the normalrulesthatapplyto loanswords).

Apartfrom in-housetermbankswvhich arelocal to a singleorganization therearea num-
ber of large termbankswhich offer openaccesqsometimesat a small chage). Exam-
plesare Eurodicautom(EuropeanCommission),Termium(CanadianGovernment),Nor-

materm(the FrenchstandarderganizationandFrantext (Nationallnstituteof the French
Language)which offer a rangeof terminologyareasincluding science technology ad-
ministration,agriculture medicine Jaw andeconomics.

It shouldbe evidentfrom eventhis brief discussiorthatensuringclearandconsistentse
andtranslationof terminologyis a significantfactorin the translationprocesswhich in
mosttechnicaldomainsnecessitatethe creationandmaintenancef termbanks— itself a
costlyandtime-consumingendeaour. It is notsurprising thereforethatwith theincreas-
ing availability of large amountsof on-line texts, researcherbave begunto experiment
with the automaticextraction of termsfrom running text, using a variety of statistical
methodgo determinghelik elihoodthataword, or string of words,constitutesaterm. Of
courselists of (putative) termscannotbe madeto emegemagicallyfrom acorpusof texts
- theprocesdakesinto accounthefrequeny of itemsin thetexts andis oftenguidedby
someinformationprovided by the user suchasa thesauruof conceptsor concepthier
archyor alist of alreadyidentifiedterms,or alist of typical syntacticpatternsfor terms.
Thereis noreasorto expectsuchtechniqueso belimited to theextractionof monolingual
terminology andin facttheideaof automatingo somedegreethecompilationof bilingual
andmultilingual termbankss alsogainingground.
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5.6 Summary

This Chapterhasdealtwith a numberof issuesconcerningdictionariesin MT, includ-
ing issuesrelating to variouskinds of word structure(morphology),and terminology
Apartfrom stressingheirimportancewe have outlinedthe mainsortsof informationthat
onetypically findsin dictionaries,andraisedsomequestionsabouthow this information
shouldberepresented.

5.7 Further Reading

A readableaccountof whatis involvedin producinga dictionarycanbefoundin Sinclair
(1987)— in this casethe dictionaryis monolingual,andintendedfor humanreadersput
mary of the issuesare similar. A generaldiscussionof what are taken to be the main
theoreticalssuedn the designandconstructiorof dictionariesfor NLP purposess given
in Ritchie (1987).

On morphology,Spencer(1991) provides an excellentup-to-datedescriptionof current
linguistic theory For a moreextensve discussiorof compoundingseeBauer(1983). A

detaileddescriptionof the stateof the art as regardscomputationakreatmentsof mor-

phologicalphenomenas given in Ritchie et al. (1992). Almost the only discussionof

morphologywhich s specificallyrelatedto MT is Bennett(1993).

For a generalintroductionto the study of terminology seeSager(1990), on termbanks,
seeBennettetal. (1986);McNaught(1988b forthcoming,1988a).For discussiorof com-

puterizedtermbanksandtranslation seeThomas(1992). Experienceof usinga termino-

logical databasén thetranslationprocesss reportedn Paillet (1990).

Thesedays,mary paperdictionariesexist in machinereadablgorm (i.e. they have been
createdas‘electronicdocumentsin the senseof Chapter8, belov). OALD, the Oxford
Advanced_earnersDictionaryHornbyetal. (1974),from whichthemonolingualentryon
page89 is taken,and LDOCE, Longmans Dictionary of Contemporaryenglish Proctor
(1978), are typical in this respect. They are sufiiciently consistentand explicit to have
beenusedin a numberof experimentswhich try to take ‘paper’ dictionaries(or rather
the machinereadablerersionsof them),andcornvert theminto a form which canbe used
directly in NLP systemsSomeof thiswork is reportedn Bogura® andBriscoe(1989).

Therepresentatiomnd useof lexical informationin NLP is the focusof a greatdeal of
researcrcurrently Someideaof therangeof this canbe obtainedfrom Evens(1988)and
Pustejosky and Bemler (1992). The idea of structuring a dictionary
hierarchicallyso that individual entriescan inherit information (and so be simplified),
which we mentionedbriefly, is particularlyimportantin this research.A clearerideaof
whatis involved canbe gainedfrom (PollardandSag,1987,Chaptei8).
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