Chapter 3

Representation and Processing

3.1 Introduction

In this chaptewe will introducesomeof thetechniqueghatcanbe usedto representhe
kind of informationthatis neededor translationin sucha way thatit canbe processed
automatically This will provide somenecessarpackgroundfor Chapter4, wherewe
describehow MT systemsactuallywork.

HumanTranslatorsactuallydeploy atleastfive distinctkinds of knowledge:

e Knowledgeof thesourcdanguage.

¢ Knowledgeof the target language.This allows themto producetexts thatareac-
ceptabldan thetamgetlanguage.

e Knowledge of various correspondencelsetweensourcelanguageand target lan-
guagegatthesimplestlievel, thisis knowledgeof how individualwordscanbetrans-
lated).

e Knowledgeof the subjectmatter including ordinarygeneraknowledgeand‘com-
mon sense’. This, alongwith knowledge of the sourcelanguage allows themto
understandvhatthetext to betranslatedneans.

e Knowledgeof theculture,socialcorventions customsandexpectationsetc. of the
spealersof thesourceandtamgetlanguages.

Thislastkind of knowledgeis whatallowstranslatordo actasgenuinemediatorsensuring
thatthe targettext genuinelycommunicateshe samesort of messageandhasthe same
sortof impacton the readey asthe sourcetext.! Sinceno onehasthe remotesideahow

'Hatim and MasonHatim and Mason (1990) give a numberof very good exampleswhere translation
requireshis sortof culturalmediation.
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36 REPRESENATION AND PROCESSING

to represenbr manipulatethis sortof knowvledge,we will not pursueit here— exceptto
notethatit is thelack of this sortof knowledgethat makesusthink thatthe properrole of
MT is theproductionof draftor ‘literal’ translations.

Knowledgeof thetargetlanguagds importantbecausevithout it, whata humanor auto-
matic translatormproduceswill be ungrammaticalor otherwiseunacceptableKnowledge
of thesourcelanguages importantbecausehefirst taskof the humantranslatotis to fig-
ure outwhatthewordsof the sourcetext mean(without knowing whatthey meanit is not
generallypossibleto find their equivalentin thetamgetlanguage).

It is usualto distinguishseveralkinds of linguistic knowledge:

¢ Phonologicaknowledge:knowledgeaboutthe soundsystemof alanguageknowl-
edgewhich, for example,allows oneto work out the likely pronunciationof novel
words. Whendealingwith written texts, suchknowledgeis not particularly use-
ful. However, thereis relatedknowledgeaboutorthography which canbe useful.
Knowledgeaboutspellingis anobviousexample.

e Morphologicalknowledge: knowledgeabouthow words canbe constructed:that
printer is madeup of print + er.

e Syntacticknowledge: knovledgeabouthow sentencesand othersortsof phrases
canbe madeup out of words.

¢ Semanticknowledge: knowledgeaboutwhatwordsand phrasesnean,abouthow
themeaningof a phrasds relatedto themeaningof its componentvords.

Someof this knowledgeis knowledgeaboutindividual words, andis representedh dic-
tionaries. For example,the fact that the word print is spelledthe way it is, thatit is not
madeup of otherwords, thatit is a verb,thatit hasa meaningrelatedto that of the verb
write, andsoon. This, alongwith issuegelatingto the natureanduseof morphological
knowledge,will bediscussedn Chapterb.

However, someof the knowledgeis aboutwhole classer categories of word. In this

chapterwewill focusonthissortof knovledgeaboutsyntaxandsemanticsSections3.2.1,
and3.2.2discusssyntax,issueselatingto semanticareconsideredn Section3.2.3.We

will look first on how syntacticknowledgeof the sourceandtamgetlanguagesanbe ex-

pressedgothatamachinecanuseit. In thesecondpartof the chapterwe will look athow

thisknowledgecanbeusedin automatigprocessingf humanlanguage.
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3.2 REPRESENTIN@A.INGUISTIC KNOWLEDGE 37

3.2 Representing Linguistic Knowledge

In general,syntaxis concernedvith two slightly differentsortsof analysisof sentences.
Thefirstis constituent or phrase structure analysis— thedivision of sentencesto their
constituenfpartsandthe cateyorizationof thesepartsasnominal,verbal,andsoon. The
seconds to dowith grammatical relations; theassignmenof grammaticatelationssuch
asSUBJECTOBJECT HEAD andsoonto variouspartsof thesentenceWewill discuss
thesen turn.

3.2.1 Grammarsand Constituent Structure

Sentenceare madeup of words, traditionally categorisedinto parts of speech or cate-
goriesincludingnounsyverbs,adjectves,adwerbsandprepositiongnormally abbreviated
toN, V, A, ADV, andP).A grammar of alanguagas a setof ruleswhich sayshow these
partsof speeclcanbeputtogetherto make grammaticalor ‘well-formed’ sentences.

For English,theserulesshouldindicatethat (1a) is grammatical put that (1b) is not (we
indicatethis by markingit with a“*’).

(1) a. Putsomepaperin theprinter
b. *Printersomeputthein paper

Herearesomesimplerulesfor Englishgrammaywith examples.A sentence consistof a
noun phrase, suchastheuserfollowedby amodal or anauxiliary verb, suchasshould
followedby averb phrase, suchascleanthe printer:

(2) Theusershouldcleantheprinter

A noun phrase canconsistof adeter miner, or article, suchasthe, or a, andanoun, such
asprinter (3a). In somecircumstanceghe determineicanbe omitted(3b).

(8) a. theprinter
b. printers

‘Sentence’js oftenabbre&viatedto S, ‘noun phrase'to NP, ‘verbphrase'to VP, ‘auxiliary’
to AUX, and‘determiner'to DET. This informationis easily visualizedby meansof a
labelledbracletingof astringof words,asfollows, or asatreediagram, asin Figure3.1.

(4) a. Usersshouldcleantheprintet
b. [5 [Np [N USGI’ﬂ][AUX ShOU|d][Vp [V cIean][Np [DET the][N printer]]]]

Theauxiliary verbis optional,ascanbe seenfrom (5), andthe verb phrasecanconsistof
justaverb (suchasstopped

(5) a. Theprintershouldstop.
b. Theprinterstopped.
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38 REPRESENATION AND PROCESSING

S

/\

NP AUX VP

| | TN

N should V NP

| | N

users clean DET N

the printer

Figure 3.1 A TreeStructurefor a SimpleSentence

NP and VP cancontainprepositional phrases (PPs),madeup of prepositions (on, in,
with, etc.)andNPs:

(6) a. The printerstopsi on occasion$

b.  Putthecover|ontheprinter|

c. Cleantheprinter| with acloth|.

Thereademayrecallthattraditionalgrammaidistinguishedetweerphr ases andclauses.
The phrasesn the examplesabove are partsof the sentencewhich cannotbe usedby
themselesto form independensentencesTaking Theprinter stopped neitherits NP nor
its VP canbeusedasindependensentences:

(7) a. *Theprinter
b. *Stopped

By contrastmary typesof clausecanstandasindependensentenceskor example,(8a)
is a sentenceawvhich consistsof a single clause— The printer stopped As the braclet-
ing indicates,(8b) consistsof two clausesco-ordinatedby and The sentencg8c) also
consistf two clausespne(that the printer stopg embeddedn the other asa sentential
complement of theverh

(8) a. [s Theprinterstopped
b. [s[s Theprinterstoppedand[s thewarninglight wenton]].
C. [s Youwill obsere [s thattheprinterstops]].

Thereis a wide rangeof criteria that linguists usefor decidingwhethersomethingis a
phraseandif it is, whatsortof phraseit is, what category it belongsto. As regardsthe
firstissuetheleadingideais thatphrasegonsistof classe®f wordswhichnormallygroup
together If we considerexample(2) again(Theusershouldcleanthe printer), onecan
seethattherearegoodreasongor groupingthe andusertogetherasa phraseratherthan
groupinguserandshould The pointis theandusercanbefoundtogetherin mary other
contects, while userandshouldcannot.
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3.2 REPRESENTINA.INGUISTIC KNOWLEDGE 39

A full setof instructionsaresuppliedto .
mustcleanthe printerwith care.

Itis whois responsibldor day-to-daymaintenance.
*User shouldcleanthe printet

9)

oo oW

As regardswhatcatayory aphrasdik e theuserbelonggo, onecanobsenre thatit contains
anounasits ‘chief’ elementfonecanomit thedeterminemoreeasilythanthenoun),and
the positionsit occursin arealsothe positionswhereonegetspropernouns(e.g. names
suchasSan). Thisis not to saythat questionsaboutconstitueng and category are all
clearcut. For example we have supposedhatauxiliary verbsare partof the sentencebut
not part of the VP. Onecould easilyfind agumentsto show that this is wrong, andthat
shouldcleanthe printer shouldbe a VP, justlik e cleanthe printer, giving a structurelike
thefollowing, andFigure3.2:

(10) [5 [Np [N users}][vp [AUX ShOUld] [V cIean][Np [DET the][N printer]]]]

Moreover, from a practicalpoint of view, makingtheright assumptionaboutconstitueng
canbeimportant,sincemakingwrongonescanleadto having to write grammarghatare
much more comple than otherwise. For example,supposehat we decidedthat deter
minersandnounsdid not, in fact, form constituents.Insteadof beingableto saythata
sentenceés an NP followed by anauxiliary, followed by a VP, we would have to saythat
it wasa determineffollowedby announ,followedby a VP. This maynot seemlike much,
but noticethat we would have to complicatethe ruleswe gave for VP andfor PPin the
sameway. Not only this, but our rule for NP is rathersimplified, sincewe have not al-
lowedfor adjectvesbeforethe noun,or PPsafterthenoun. Soeverywherewe could have
written ‘NP’, we would have to write somethingvery muchlonger In practice we would
quickly seethatour grammarwasunnecessarilgomple, andsimplify it by introducing
somethindike anNP constituent.

S
/\
NP VP
| /\
N V VP
users should V NP

| N

clean DET N

the printer

Figure 3.2 An Alternative Analysis

For corveniencdinguistsoften usea specialnotationto write out grammarrules. In this
notation, a rule consistsof a ‘left-hand-side’ (LHS) and a ‘right-hand-side’(RHS) con-
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40 REPRESENATION AND PROCESSING

nectedby anarrawv (—):

S — NP (AUX) VP

VP — V (NP) PP*

NP — (DET) (ADJ) N PP*
PP — P NP

user

users

printer

printers

L L Ll

N
N
N
N
\Y, cl ean
\%

— cl eans
AUX — shoul d
DET — the

DET — a

P —> with

Thefirst rule saysthata Sentencecanbe rewritten as(or decomposemto, or consistof)

anNP followedby anoptionalAUX, followedby VP (optionalityis indicatedoy braclets).
Anotherrule saysthata PPcanconsistof a P andanNP. Looked atthe otherway;, thefirst

rule canbeinterpretedassayingthatanNP, andAUX andaVP make up asentenceltems
markedwith astar('*') canappeaiary numberof times(includingzero)— sothesecond
rule allows thereto be ary numberof PPsin a VP. Theruleswith ‘real words’ like user
on their RHS sene asa sort of primitive dictionary Thusthe first onesaysthatuseris a

noun,thefifth onethatcleanis averh Sincethe NP rule saysthatanN by itself canmalke

up an NP, we canalsoinfer that printersis an NP, andsince(by the VP rule) aV andan

NP make up a VP, cleanprintersis a VP. Thus,a grammarsuchasthis givesinformation
aboutwhatthe constituentof a sentencare,andwhat catejoriesthey belongto, in the

sameway asour informal rulesat the startof the section.

Returningto thetreerepresentatioim Figure3.1,eachnodein thetree(andeachbracleted

part of the string representationyorrespondgo the LHs of a particularrule, while the

daughter®f eachnodecorrespondo therRHS of thatrule. If theRHS hastwo constituents,
asin NP — DET N, therewill betwo branchesandtwo daughtersjf therearethree

constitituentstherewill bethreebranchesandthreedaughtersandsoon.
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3.2 REPRESENTINA.INGUISTIC KNOWLEDGE 41

It is worthwhile to have someterminologyfor talking abouttrees.Looking from thetop?
thetreesabove startfrom (or ‘are rootedin’) a sentenceode— the LHS of our sentence
rule. Nearthe bottomof the trees,we have a seriesof nodescorrespondingo the LHS's
of dictionaryrulesand, immediatelybelonv them at the very bottom of the trees,actual
wordsfrom the correspondingrHS’s of thedictionaryrules. Thesearecalledthe ‘leaves’
orterminalnodesof thetree. It is normalto speakof ‘mother’ nodesand‘daughter’nodes
(e.g.theSnodeisthemotherof theNP, AUX, andVP nodes)andof mothersdominating’
daughtersin practicemostsentencearelongerandmorecomplicatedhanour example.
If we addadjectivesandprepositionaphrasesandsomemorewords,morecomple trees
canbe producedasshownn in Figure 3.3, wherethe NP which is the left daughterof the
S nodecontainsan adjective anda nounbut no determiner(the NP rule in our grammar
above allowsfor nounphrase®f this form), theNPin VP containsa determineianda PP

A largecollectionof suchruleswill constituteaformal grammaifor alanguage— formal,
becausat attemptsto give a mathematicallypreciseaccountof whatit is for a sentence
to be grammatical. As well asbeingmore concisethanthe informal descriptionsat the
beginningof the section the precisionof formal grammarss anadwantagenhenit comes
to providing computationatreatments.

S
NP AUX VP
ADJ N may \% NP
| | | ) T
high temperature affect DET N PP
| | N
the performance P NP
N
of DET N
| |
the printer

Figure 3.3 A More Comple Tree Structure

We shouldemphasis¢hatthelittle grammarmve have givenis notthe only possiblegram-
marfor thefragmentof Englishit is supposedo describe Thequestiornof whichgrammar
is ‘best’ is amatterfor investigation.Onequestioris thatof completeness doesthegram-
mar describeall sentencesf thelanguage?n this respectpnecanseethatour example
above is woefully inadequateAnotherissueis whethera grammaiis correctin the sense
of allowing only sentencethatarein factgrammatical.our examplegrammarfalls down
in thisrespectsinceit allowsthe examplesin (11),amongmary others.

(11) a. *Usercleans.

2For somereasonlinguists’ treesarealwayswritten upsidedown, with the‘root’ atthetop, andtheleaves
(theactualwords)at the bottom.
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42 REPRESENATION AND PROCESSING

b. *Userscleansprinters.
c. *Usersshouldcleansprinters.

A grammarmay alsobe incorrectin associatingconstituentswith the wrong categories.
For example,aswe notedabove, onewould probablyprefera grammarwhich recognizes
that determinersand nounsmalke up NPs, andthat the NP thatoccurin S (i.e. subject
NPs) andthosethat appearin VP (object NPs) are the same(as our grammardoes)to
a grammarwhich treatsthemasbelongingto differentcateyories— this would suggest
(wrongly) that thereare thingsthat can appearas subjects but not as objects,andvice
versa.Thisis obviously nottrue,exceptfor somepronounghatcanappearssubjectdut
notasobjects:l, he she etc. A worsedefectof this kind is the treatmentof words— the
grammargivesfar too little informationaboutthem,andcompletelymissesthe fact that
clean andcleansare actually differentforms of the sameverh We will shov how this
problemcanbeovercomein Chapters.

In a practicalcontext, a furtherissueis how easyit is to understandhe grammay andto
modify it (by extendingit, or fixing mistales),andhow easyit is to useit for automatic
processinganissueto whichwewill return).Of courseall thesemattersareoftenrelated.

3.2.2 Further Analysis. Grammatical Relations

Sofarwe have talked aboutthe kind of grammaticaknowledgethat canbe expressedn
termsof a constituentstructuretree — information aboutthe constituentunits, and the
partsof speech But thereareotherkinds of informationimplicit in theserepresentations
which it is usefulto make explicit. In particular informationaboutwhich phrasedulfil
which grammaticatelationsor grammatical functions suchasSUBJECT OBJECTand
SENTENTIAL COMPLEMENT. EnglishSUBJECTsarenormally the NPswhich come
beforethe verb,and OBJECTsnormally occurimmediatelyafter the verh In otherlan-
guagegheserelationsmay be realiseddifferently with respecto the verh For example,
in Japaneséhe normalword orderis SUBJECTOBJECTVERB, andin Irish andWelsh
it is VERB SUBJECTOBJECT In mary languagessuchasRussianthe VERB, SUB-
JECTandOBJECTcanappeatin essentiallyarny order (In suchlanguageshe different
grammaticalrelationscan often be recognizedby differentforms of the noun— usually
calledcases. In English,this only occurswith pronouns— he, she etc.,areonly possible
asSUBJECTSs).Whatthis suggestsof course,is that while the constituentstructuresof
languagedgliffer greatly they may appeamoresimilar whendescribedn termsof gram-
maticalrelations.

Phrasesvhichsene asSUBJECT OBJECT etc.,shouldalsobedistinguishedrom those
whichseneasMODIFIERs,or ADJUNCTSs,of varioussorts.For example,in thesentence
(12) Youis the SUBJECTof the verbclean the printer casingis its OBJECT whilst the
prepositionaphrasesvith a non-abasivecompoundandat anytimeare ADJUNCTS.

(12) Youcancleanthe printercasingwith a non-abrasie compoundatary time.

ADJUNCTsare prototypically optional— unlike SUBJECTSs. For example,a sentence
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3.2 REPRESENTINA.INGUISTIC KNOWLEDGE 43

which omits themis still perfectlywell formed: thereis nothingwrong with (13a), but
omitting the SUBJECT asillustratedin (13b) producesanungrammaticatesult3

(13) a. Youcancleantheprintercasing.
b. xCancleantheprintercasing.

Therearevariousways of representingentencesn termsof grammaticakelations,but
it is essentiallynot very differentfrom that of constituentstructuretree representation,
which we have seenearlierin this chapter The basicideais to represensentencesn
termsof their constituenparts(soatreerepresentatiors corvenient),but sinceonewants
to representhe grammaticakelationwhich the partshave to the whole, it is commonto
mark either the branchesor the nodeswith the appropriaterelation. Figure 3.4 givesa
representatiof (14). This canbe comparedwith a constituentstructurerepresentation
for thesamesentencén Figure3.5.

(14) Thetemperaturdasaffectedthe printer

S
{aspect=perfeote}
{tense=prep
|
| | |

SUBJ OBJ
HEVAD NP NP
{def=+} {def=+}
HEAD HEAD
N N
{def=+} {def=+}
affect tempeature printer

Figure 3.4 A Representationf GrammaticaRelations

In Figure 3.4, therelationsaremarked on the nodes,anda new relationHEAD hasbeen
introduced.The HEAD elements, intuitively, the mostimportantelementfrom the point
of view of the grammarof thewhole phrase— the elementwhich makesthe phrasenhat
it is. Thisis thenounin anNP, theverbin a VP or sentencethe prepositionn a PR

Therearethreeimportantdifferencedbetweerthistreerepresentingrammaticatelations,
andthoserepresentingonstituentstructure. First, insteadof consistingof an NP, anda
VP (containingaV andan NP), the representationf grammaticakelationsconsistof a
V andtwo NPs—the VP nodehasdisappearedSecondin this grammaticatelationsrep-
resentationthe orderof the branchess unimportant.This is possible of course because

%In English, SUBJECTscan only be omitted in imperatie sentencesfor example orders, such as
Cleanthe printer regularly, andin someembeddedsentencese.g. the underlinedpart of It is essential
to cleantheprinter
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44 REPRESENATION AND PROCESSING

S
_— [T
NP AUX VP
DET N has Vv NP
| | | N
the temperature affected DET N
| |
the printer

Figure 3.5 A ConstituentStructureRepresentation

thegrammaticatelationshave beenindicatedandthis givesinformationaboutword order
implicitly. Figure3.4couldberedravn with thebranchesn ary order andit would still be
arepresentatioof Thetempeature affectsthe printer, sincethis is the only sentencehat
hastheseitemswith theserelations.By contrastreorderingthe branchesn a constituent
structuretreemight producea representationf a quite differentsentencegr no sentence
atall.

The third differenceis that someof the words have beenmissedout from Figure 3.4,
and have beenreplacedby features, thatis, pairsthat consistof an attribute, suchas
def, tense, andaspect, anda value, suchas+, pres, andperfective. The
featuresaspect =per f ect i ve andt ense=pr es indicatethatthesentencasawhole
is in the presenfperfecttense.lt is calledperfectbecausat is usedto describeaventsor
actionsthat have been‘perfected’or completed,unlike, for example,a sentencesuchas
Thetempeature was affecting the printer, wherethe ‘affecting’ is still going on at the
time the writer is referringto. It is calledpresentperfectbecausehe auxiliary verbis in
a presentenseform (hasnot had). Thefeaturedef =+ onthe NPsmeangheseNPsare
definite. This definitenessndicatesthatthe writer andreademave someparticularobject
of the appropriatekind in mind. Compare for example, The printer has stoppedwhere
one particularprinter which is in somesenseknown to both writer and readeris being
discussedwith A printer hasstoppedwherethisis notthecase.

Thesethreedifferencesare all intendedto representvhatis expresseddy the sentence,
abstractingaway from the way it is expressed:we abstractaway from the division into
NP and VP, from the particularword order andfrom the way in which the definiteness
of the NPsandthe tenseand aspectof the sentencarerealized(in Englishit is by the
determinersandthe auxiliary verb respectrely; in otherlanguagest might be realized
differently).

Whenit comesto describingthe relationshipbetweenconstituentstructure andwhatwe
might call relationalstructuressuchasFigure 3.4, thereare basicallytwo approaches.
Oneis simply to addinformationaboutgrammaticatelationsto thegrammarules.

S — NP{SUBJECT} AUX VP{HEAD}
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3.2 REPRESENTINGA.INGUISTIC KNOWLEDGE 45

VP — V{HEAD} NP{OBJECT} PP{ADJUNCT}*

AUX — has{aspect =perfective, tense=pres}

Theideais thattheseannotationsanbe interpretedin sucha way that a representation
like Figure3.4 canbe constructedtthe sametime asthe constituenstructuretree. To do
this requiresa corventionto ‘flatten’ the constituentstructuretree ‘merging’ a structure
(e.g. the structureof S) thatis associatedavith the LHS of a rule with that of the HEAD
daughteron the RHS, anda conventionwhich simply meigesin informationthat comes
from itemswhich do not have a grammaticatelation,suchasthe AUX.

A secondapproachis to have specialrules which relatethe constituentstructurerepre-
sentationto the representatiomf grammaticalrelations. One suchrule might look like
this:

[s NP:$1, AUX $2, [ip V:$3, NP:$4 ]]
~
s HEAD: $3, SUBJ:$1, OBJ: $4 |

Inthisrule,$1,$2, etc. arevariables, or temporarynamedor piecef structure. Theidea

is that sucha rule matchesa constituentstructuresuchasthatin Figure 3.3, andassigns
(or ‘binds) the variablesto variouspiecesof structure. For examplethe NP containing
tempeature becomeshoundto the variable$1. The rule canthenbe interpretedasan

instructionto transformthe constituentstructuretree into a tree like Figure 3.4. This

involves makingthis NP into the SUBJECT makingthe V into the HEAD, and missing
outthe AUX entirely amongotherthings. Therule is rathersimplified, of course,since
it doesnot mentionputting the informationaboutperfectve aspectnto the grammatical
relationrepresentationandignoresthe problemof dealingwith PPs,but it shouldgive

someidea.

Thereademmayalsonoticethatthearrown usedin thisruleis bidirectional.Thisis intended
to suggesthattherule simply statesa correspondenclketweernconstituenstructure and
grammaticalrelation representationsyithout suggestinghat one is prior to the other
Thus,theideais thatonecouldequallywell usetherule to transformFigure3.4into Fig-
ure3.5andvice versa.Similarly, theannotatiorapproachs notsupposedo bedirectional
(thoughthis maybe someavhatharderto appreciate).

Many verbshave whatarecalledactive andpassive forms,asin thefollowing.

(15) a. Temperatureaffects. (Active

b. areaffectedby temperature. (Passive

Notice that the objectin the active sentencecorrespondgo the subjectin the passve.
Thisraiseghe questionof whatthegrammaticatelationsSUBJECTandOBJECTshould

45



46 REPRESENATION AND PROCESSING

mean. One possibility is to usethe the termsin the senseof the ‘surface’ grammatical
relations. The SUBJECTsof activesandthe correspondingpassieswould be different,
then. In particular tempeature would be the SUBJECTof (15a),and printers would be
the SUBJECTof (15b). Thealternatve is to adopta notion of a deeprelationwhich picks
out the sameelementsn both actve and passve sentence.We would thensaythat (in
English)the D-OBJECT(‘deep’ OBJECT)correspondso the nounphraseafterthe verb
in active sentencesndto the noun phrasethat precedeghe verbin the corresponding
passie. In active sentencesthe surface and deeprelationsare the same,but they are
differentin passies,ascanbeseenfrom thefollowing (in the passie sentencehereis no
suriaceOBJECT andthe D-SUBJECThasbecomea sortof ADJUNCT, in a PPwith the
prepositionby).

(16) a. Temperaturaffectsprinters. (Activeg
SUBJECT=tempeature, OBJECT= printers
D-SUBJECT=tempeature, D-OBJECT= printers

b. Printersareaffectedby temperature. (Passivée
SUBJECT= printers, OBJECT=0,
D-SUBJECT=tempeature D-OBJECT= printers

InterpretingSUBJECTas deepsubjectis clearly consistenwith the generalideaof ab-
stractingaway from surfacecharacteristicsn the grammaticalrelationalrepresentation.
Butit is notobviously theright move to make. For example Englishverbsoftenvarytheir
form dependingon the natureof their subject(this is called agreement — asthe follow-
ing makesclear thereis alsoagreementdf demonstratieslik e this/thesewith their head
noun).

(17) a. Thesefactorsaffectprinters.
b. Thisfactoraffectsprinters.
c. ‘*Thesefactorsaffectsprinters.
d. *This factoraffectprinters.

However, the pointto noticeis thatthe agreemenis with the surfacesubjectnotthedeep
subject.Thus,if onewantsto usearepresentationf grammaticalelationsto describehe
phenomenomf agreementthe notion of SUBJECThadbetterbe surfacesubject.Thisis
not, in itself, a critical point here.The point we aremakingis simply thatthereis arange
of options,andthatthe optionchosercanmake a differencefor the overall description.

3.2.3 Meaning

Representingnformation aboutgrammarin the form of grammarrulesis usefulin two

waysin MT. First, aswill becomeclearin the Chapter4, it is possibleto usethe sort
of linguistic representatiorthat the rules provide to get simpler and betterdescriptions
of whatis involved in translation by abstractingaway from somesuperficialdifferences
betweerlanguages- aswe have notedtheabstractepresentationsf sentences different
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3.2 REPRESENTIN@.INGUISTIC KNOWLEDGE 47

languagesreoftenmoresimilarthanthe sentencethemseles.But onecanalsousesuch
representationasthe basisfor still more abstractrepresentationef meaning. Working

out the meaningof sentencess an importantpart of the translationprocessfor human
translators andthe ability to work out the meaning— to ‘understand’(in somesense)
the sourcetext would allow anMT systemto producemuchbettertranslations.This may
soundanimpossibletask,andperhapsat somelevel it is. However, thereis anotherless
ambitious Jevel whereautomaticunderstandingis possible.In this sectionwe will look

atwhatthis involvesin a preliminaryway (we will saymoreaboultit in Chapter7).

It is usefulto think of ‘understandingasinvolving threekinds of knowledge:

1 Semantic knowledge.Thisis knowledgeof whatexpressiongindividualwordsand
sentencesnean,independendf the contet they appeatin.

2 Pragmatic knowledge. This is knowledgeof what expressiongneanin situations
andparticularoccasion®f use.

3 Real world, or commonsense&nowledge.

Considertthefollowing example:

(18) Theusermay preferto cleanthe printerevery weekwith a non-corroste fluid. Do
not useabrasve or corrosie solvents,asthis mayharmits appearance.

Onethingthatis involvedin understandinghe meaningof thisis working out thedifferent
semantic relations that the different NPs have to the predicates. For example,a non-
corrosivefluid is understoodisaninstrumentto be usedin cleaning everyweekindicates
thetime periodin which the cleaningshouldbe repeatedthe printer denoteghething to
becleanedandtheuserdenotesoththe entity thathasa preferenceandwhich performs
the cleaning. This is semanticinformation, becausat is informationthat this sentence
would corvey onary occasiorof use.However, recoveringthis informationis notenough
to ‘understandthe example.Onemustalsobe ableto work out thatthesesentences— or
at leastthe secondsentence— is to be understoodhsa warning not to do something.In
this case theform of the sentences afairly clearguideto this, but this is not alwaysso.
For example,sentenceshat areinterrogative in form are often requestdor information,
but it is quite possiblefor suchsentences$o be interpretedasoffers, requestdor action,
warnings,or asassertiongi.e. asgiving information). This lastcaseis whatis calleda
rhetoricalquestionthe following interrogatvesmight beinterpretedn someof the other
ways,dependingn the context.

(19) a. Wouldyoulike somecake?
b. Don't youthinkit is coldin here?
c. Cantyouseewhatyouaredoingto thatprinter?

Of coursethe key wordshereare‘dependingon the context’. Working out, for example,
that (19b)is interpretedasa requesfor the spealer to closeawindow dependsn mary
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48 REPRESENATION AND PROCESSING

thingsin the context whereit is uttered(it might also,for example,be a commenton the
socialatmosphere)The sort of knowledgeof socialandlinguistic corventionsinvolved
hereis partof whatis normallythoughtof aspragmaticknowledge.

But even this is not enoughto understandhe examplecompletely For example,there
arethe pronounghis, andit in the secondsentencelt is obvious (to the humanreader)
thatthis shouldbeinterpretedascleaningwith anabrasve or corrosve solvent,andthatit

shouldbe interpretedasreferringto the printer (i.e. the sensds: ‘cleaning... mayharm
theprinter's appearance”)But thisis notthe only semanticallyandpragmaticallypossible
interpretation.One could imaginethe samesentencdeing utteredin a context whereit

is theappearancef thefluid thatwill be affected(imagineoneis dealingwith a precious
fluid of somekind):

(20) Do notplacethefluid in sunlight,asthis may harmits appearance.

Whatis involved hereis realworld, or commonsenseknowledge,perhapghe knowledge
thatif a corrosve fluid comesinto contactwith a printer (or somethingsimilar), it is the
printer's appearancéhatis damaged.This is not knowledgeaboutthe meaningsof the
words,or abouthow languageés usedin differentsocialcontexts.

- ah Ly SN ¥
.! Uz [ divem " [y anphade | B e Same ] ne foer ] [ droed ] | Do marondy famey a erins™
Al e e =k =, }
a o

L

——— . =
‘ = Ty gy femewL 7 i’ 1\ —
m‘m“ﬂﬁ:‘;ﬂw._.J I.:‘I-\P_____b J I.' _‘1 |

WhatYou SayandWhatThey Hear:
A NormalCorversationin the LinguisticsCommonRoom

Similarly, considerthe meaningof aword lik e printers. Semanticknowledgeshouldsup-
ply theinformationthatoneinterpretatiorof this refersto a collectionof machinesvhich
performthe actity of printing, or perhapgo suchthingsin general(asin printers are
expensiveand unreliable). Realworld knowledgewill indicatethatthe membersof this
collectionaretypically of acertainsize(biggerthanpencils,but smallerthanhousessay),
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3.2 REPRESENTINGA.INGUISTIC KNOWLEDGE 49

andhave certainparts,andcharacteristi¢laws. Whensomeonautterstheword Printers!,
in anexasperatedbne,with apieceof chavedup paperin theirhand,you mayrealizethat
whatthey intendto corvey is somequite complicatedattitude,includinganngance.lt is
pragmaticknowledgethatallows you to work out thatthis is their intention,andthatthey
donot, for example,wantyouto go andbuy themanumberof printers.

Of coursethedistinctionsbetweerthesedifferentkindsof knowledgearenotalwayscleat
andthey interactin complex waysin determininghow anutteranceas actuallyunderstood.
Neverthelessthe basicideaof thedistinctionshouldbeclear

How canthis sort of informationaboutsentencede representedThe representatioof

pragmaticandcommonsenseor realworld knowledgeraisesnary difficult problemsand

is not really necessaryor understandinghe discussiorin the following chapterssowe

will postponaliscussioruntil Chapter6. However, we will saysomethingaboutsemantic
representationkere.

Onekind of semantiaepresentatiomould provide differentrelationnamesandindicate
which NP had which relation. In the following example,which is a simplified part of
(18), onemight have relationslike INSTRUMENT, AGENT (for theuser),and THEME
or PATIENT (for the printer), giving a representatiotik e Figure 3.6 Theserelationsare
sometimesalledsemantic roles, (deep) cases, or thematic roles.

(21) Theusercleansthe printerwith a non-abrasie solvent.

S
{time-ref=... }
|
HEAD AGENT PATIENT INSTRUMENT
{def=+} {def=+} {def=-}
HEAD HEAD HEAD
{def=+} {def=+} {def=-}
clean user printer  non-abrsivesolvent

Figure 3.6 A Representationf SemantidRelations

Sucha representatiotooks very muchlike Figure 3.4, exceptthat the labelsSUBJECT
OBJECT etc. have beernreplacedy thesethematicroles,andsyntacticinformationabout
tenseandaspectasbeenreplacedoy informationabouttime referencé. The rulesthat
relatetheserolesto grammaticakelationswould saythingslike “The AGENT will nor

mally correspondo the SUBJECTof an active sentenceandan NP in a by-phrasein a
passve sentence”;The INSTRUMENT normally appearsn a PP with the preposition
with”, “The PATIENT is very oftenthe OBJECTof actve sentencesHowever, thereare

*We have not specifiedthetime-referencénformation: seeChapter7.
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50 REPRESENATION AND PROCESSING

someverbswhichviolatethesegenerabpatterns For example they arevery differentwith
like andplease-the PATIENT (bright colours in thefollowing example)is normally the
OBJECTof like, but the SUBJECTof please

(22) a. Childrenlike brightcolours.
b. Bright colourspleasechildren.

Theusefulnes®f a semantiaepresentatiois furtherexploredin Chapter7.

3.3 Processing

In the previous sectionswe have tried to give an outline of someof the differentkinds
of knowledgethatareneededn text understandingandhencetranslation) andhow they
canberepresentedWe will now give anideaof how this knowledgecanbe manipulated
automatically We will dothisin two stagesFirst,we will look atwhatis calledanalysis,
or parsing. This is the processof taking an input string of expressionsand producing
representationsf the kind we have seenin the previous section. Second,we will look
at synthesis, or generation, which is the reverseprocess- taking a representationand
producingthe correspondingentence.

It may be helpful to point out at the beginning that thoughthe representationwe have

givenaregenerallygraphicobjects— treesor networks dravn with lines— thesearenot

themselesthe representationthat the computerdealswith. For example,the standard
internalrepresentationf atreeis asalist, containingsublists,with ary labelson a node
beingrepresentedsthefirst elementof thelist. If we write lists betweert(' and‘)’, and
separateelementswith commas,thenthe tree representatiomgiven in Figure 3.1 would

look asfollows (in fact, we have alreadyshawn this sort of representatioffior linguistic

trees).

(S, (NP, (N, users))(AUX, should),(VP, (V, clean),(NP, (DET, the),(N, printer))))

Lists are one of the datastructureshat can be represente@nd manipulatedvery easily
within acomputer

3.3.1 Parsing

The task of an automaticparseris to take a formal grammarand a sentenceand apply
the grammarto the sentencen orderto (a) checkthatit is indeedgrammaticaland (b)

giventhatit is grammaticalshov how the wordsarecombinedinto phraseandhow the
phrasesare put togetherto form larger phrasegincluding sentences).So, for example,
a parserwould usethe ruleswe gave above to checkthat the sentencelhetempeature
has affectedthe printer consistsof a noun phrase,consistingof the noun Tempeature
followedby anauxiliary verb,followedby averbphraseandthattheverbphraseaffected
the printer consistsof the verb affect anda nounphraseconsistingof the noun printers.

In effect, this gives the sameinformation as the sorts of tree structurewe have given
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3.3 PROCESSING 51

above, for examplein Figure3.5. Thus,onecanthink of a parserastakingsentencesand
producingsuchrepresentation@ssuminghe sentencearein factwell-formedaccording
to thegrammar).

How canthis be done?Therearemary waysto applytherulesto theinputto producean
outputtree— mary differentprocedures, or parsing algorithms by which aninput string
canbeassignea structure Hereis onemethod:

1 For eachword in the sentencefind a rule whoseright handside matchest. This
meanghatevery word would thenbelabelledwith its partof speeci{shavn onthe
left handsideof therule thatmatchedt). This stepis exactly equivalentto looking
up thewordsin anEnglishdictionary Givenrulesof thetypeN — user, N —
printer,andV — cl ean,thiswill producea partial structureaswe canseeat
thetop left corner(Stage0) of Figure3.7.

2 Startingfrom the left handend of the sentencefind every rule whoseright-hand
sidewill matchoneor moreof the partsof speechStagel of Figure3.7).

3 Keepon doing step2, matchinglarger andlarger bits of phrasestructureuntil no
more rules canbe applied. (In our example,this will be whenthe sentenceule
finally matchesup with a nounphraseanda verb phrasewhich have alreadybeen
identified). The sentencés now parsed Stage2-4 of Figure3.7).

It is generallypossibleto find more than one algorithmto producea given result. As
alreadymentionedthisis certainlytrue of parsing:thealgorithmgivenhereis just oneof
mary possiblevariantswhich differ in their ability to copeefficiently with differenttypes
of grammar The onewe gave startedout with the words of the sentenceand built the
tree‘bottom up’. However, we couldalsohave usedanalgorithmthatbuilt the tree‘top-
down’, startingwith the S node. Essentially what this algorithmwould do is guessthat
it is looking at a sentenceandthenguesghatthe sentencestartswith anounphraseand
thenguessthat the nounphraseconsistsof a noun,andthencheckto seewhetherthere
really is a noun at the startof the sentence.Eachtime thereis a choiceof possibilities
(maybethe noun phrasestartswith a determiner)it makes the first choiceand, if that
provesincorrect,backsup andtries the next alternatve. During the courseof parsinga
sentenceavith a complicatedgrammarit would eventuallygetthe right answer- perhaps
only aftermary wrongguesses(ThealgorithmsthatMT andotherNLP systemaiseare
more sophisticatecind efficient thanthis, of course). The first few stagesn atop-dowvn
parseareillustratedin Figure3.8.

This descriptionappliesonly to building the surface,constituenstructuretree,of course.
As regardsotherlevelsof representatiofrepresentationsf grammaticatelations,andse-
manticrepresentations)herearetwo basicapproachesaswe notedabove. If information
aboutotherlevels of representatiors representedsannotation®n the constituensstruc-
ture rules,thenit shouldbe possibleto constructtheseotherrepresentationat the same
time asthe constituenstructurerepresentationThis is slightly harderif therelationships
betweenevelsis statedin a separateollectionof rules. In this case the naturalthing to
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Stage 0 Stage 1
NP — DET N NP
DET N AUX Vv DET N DET N AUX \% DET N
The user should clean the printer The user should clean the printer
NP — DET N
Stage 3 Stage 2
VP
VP— V NP
NP NP NP NP
DET N AUX v DET N DET N AUX \Y DET N
The user  should clean  the printer The user  should clean the printer
S — NP AUX VP
Stage 4
S
VP
NP NP
DET N AUX \Y DET N
The user should clean the printer

Figure 3.7 ParsingUsinga Bottom-UpAlgorithm
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the user should clean the printer

Stage 0—

—[ S~ NP AUX VP ]—)

Stage 3 —
S
NP AUX VP
DET N

the user should clean the printer

DET- the

4_[

[ N— user }
Stage 4 —
S
NP AUX VP
DET N

the user should clean the printer

—[ AUX— should ]—»
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Stage 1—
s
NP AUX VP

the user should clean the printer

[ NP— DET N }

Stage 2 —

the user should clean the printer

Stage 5—
S
NP AUX VP
DET N

the user should clean the printer

Figure 3.8 ParsingUsinga Top-Down Algorithm
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dois to first build the constituentstructurerepresentationand apply theserulesto that
representation.

Thesimplestprocedurdor thisoperatesrecursively’ down thesurface(constituentstruc-
turetree,dealingwith eachnodein turn. Beginning at theroot node,the algorithmlooks
for arule whoselhs matcheghis node,andits daughtersin the caseof thefollowing rule
(whichwe gave abore, but repeatherefor corvenience)this meangheroot nodemustbe
labelledwith anS, andtheremustbe threedaughterslabelledNP, AUX, andVP, andthe
VP mustin turn containa daughtetabelledV, anda daughtetabelledNP.

[s NP:$1, AUX:$2, [pp V:$3, NP:$4 ]|
—
[s HEAD: $3, SUBJECT: $1, OBJECT: $4 |

Oneinterpretatiorof sucha rule leavesthe constituensstructuretreeuntouchedandcre-
atesa new structurerepresentinghe grammaticarelations.This requiresthealgorithmto

createa temporarystructurecorrespondingo therhs of therule. This will belabelledS,

andwill containthreedaughterspnetheHEAD, onethe SUBJECTandonethe OBJECT
Of course this structurecannotbe completeyet, becauset is not yet known whatthese
daughtersshouldcontain. However, the algorithmnow dealswith the daughtemodesof

the surfacestructuretreein exactly the sameway asit dealtwith theroot node(hencethe
procesds calledrecursve). Thatis, it triesto find rulesto matcheachof NP, AUX, V,

andNP, andproducethe correspondingtructuresWhenit hasdonethis, it will beableto

fill in the partsof thetemporarystructureit createdoriginally, anda representationf the
grammaticatelationswill have beenproduced.This canbeseenin Figure3.9.

A similar procedurecan be usedto interpretthe rules that relate grammaticalrelation
structureso semanticstructures. Thereare a numberof detailsand refinementsvhich
shouldreally be describedsuchashow we ensurethat all possiblegrammaticakelation
structuresareproducedwhatwe do aboutnodeshatarementionedntheLHs but noton
theRHS, andsoon. But thesearerefinementsanddo not matterhere,solong asthis basic
pictureis clear

3.3.2 Generation

Sofar, we have describechow to take aninput string,andproducea representationBut,
obviously, for mostapplicationsthereverseprocesss alsonecessaryEqually obviously,
how hardthis is dependon whereyou startfrom. Generatinga string from a constituent
structurerepresentatiofik e thoseabove is almosttrivial. At worstoneneeddo do some-
thing to thewordsto getthe correctform (e.g.to getclean notcleansin Theusershould
cleantheprinter regularly). Fortherest,it is simply amatterof ‘forgetting’ whatstructure
thereis (andperhapghe not-so-trivial matterof arrangingpunctuation).
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AN
the user has cleaned th7|nter

NP: $1 AUX: $2 NP: $ﬂ
P

<—

‘*’4\/

HEAD:$3 SUBJ:$1 OBJ:$4

HEAD SUBJ OBJ
clean user printer

Figure 3.9 Building a Representationf GrammaticaRelations

Startingfrom a representatiomf grammaticalrelations,or a semanticrepresentatiofis
harder

If therelationsbhetweersyntactic grammaticatelationstructuresandsemanticstructures
are describedby meansof explicit rules,thenone approachis to usethoserulesin the
sameway aswe describedor parsing,but ‘in reverse’— thatis with the partof therule
written afterthe «— interpretedasthe Ihs. Thingsarenot quite so straightforvard when
informationaboutgrammaticakelations,and/orsemanticds pacledinto the constituent
structurerules.

Onepossibilityis to have a completelyseparatsetof proceduregor producingsentences
from semanticor grammaticalelation structureswithout going throughthe constituent
structurestage(for example,onewould needarule thatputsHEAD, SUBJECT andOB-
JECT into the normalword orderfor English, dependingon whetherthe sentencevas
active or passie, interrogatve or declaratve). This hasattractionsjn particular it maybe
thatonedoesnotwantto beableto generatexactly the sentencesnecanparsegonemay
wantones parserto acceptstylistically ratherbad sentencesyhich onewould not want
to produce for example). However, the disadwantageis that onewill endup describing
againmost,if notall, of theknowledgethatis containedn thegrammamvhichis usedfor
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56 REPRESENATION AND PROCESSING

parsing.

A nawe (andutterly impractical)approactwould beto simply apply constituenstructure
rules at random, until a structurewas producedthat matchedthe grammaticalrelation

structurethatis input to generation.A usefulvariationof this is to startwith the whole

inputstructure andtake all therulesfor thecateyory S (assumingpneexpectsthestructure
to represent sentence)andto comparethe grammaticarelationstructureeachof these
rules produceswith the input structure. If the structureproducedby a particularrule

matchegheinput structure thenbuild a partialtreewith this rule,andmarkeachof these
partsasbelongingto thattree. For example,giventhe rule for S above, one could take

the grammaticakelationstructureof a sentencdik e Theuserhascleanedthe printer and
begin to make a phrasestructuretree,asis illustratedin Figure3.10.

printer

s NP AUX VP
{SuBJ} {HEAD}

S

wx (o)

Figure 3.10 Generatiorfrom a GrammaticaRelationStructurel

One can seethat a partial constituentstructuretree hasbeencreated whosenodesare
linkedto partsof thegrammaticatelationstructurgacornventionis assumedherewhereby
everythingnotexplicitly mentionedn theruleis associatewith theHEAD element) Now

all thatis necessarys to do the samething to all the partsof the Grammaticalrelation
structure attachingthe partial treesthat have beenconstructedn the appropriateplaces.
This is illustratedin Figure 3.11. Again, therearemary refinementsanddetailsmissed
outhere,but again,all thatmattersis the basicpicture.
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S
aspect = perfecy
tense = pres

printer

s — NP AUX VP
{suByy {@spst {HEAD}

D
2

cleaned the printer

the user

Figure 3.11 Generatiorfrom a GrammaticaRelationStructure2

3.4 Summary

This chapterhasintroducedthe differentkinds of knowledgeneededo do translation,
namelygrammaticabr syntacticknowledge,semantic pragmaticandreal world knowl-
edge.Focussingon syntacticandsemanticknowledge we thenlooked at how this knowl-
edgecan be represente@dnd described. Finally, againconcentratingon syntaxand se-
mantics we looked briefly athow this knowledgecanbe usedfor processindy meansof
parsingandgeneratioralgorithms.

3.5 Further Reading

A somaevhatmoredetaileddiscussiorof mary of theissuegouchedonin this Chaptercan
befoundin HutchinsandSomerg1992),especiallyChaptersl, 3,5, and7.

Theissueof how linguistic knowledgeshouldbe representednddescribeds oneof the
key concernsof Linguistic theory and will be coveredby mostintroductorybookson
Linguistics. On syntax,Brown andMiller (1991)is an accessiblentroduction. An ele-
mentaryintroductionto linguistic semanticeanbe foundin Hurford andHeasle (1983),
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asomevhatmoreadwancedntroductioncanbefoundin Kempson(1977).

It is by no meansthe casethat linguistsagreeon the sortsof representatiothat arere-
quired,thoughthe useof somekind of constituenstructureis almostuniversal.In partic-
ular, thereis disagreemerdbouthow oneshouldthink aboutmoreabstractevelsof repre-
sentationHereBorsley (1991)providesausefulcomparatie discussioratanintroductory
level. Discussionof the specialrequirementshat MT makesof linguistic representation
anddescriptioncanbefoundin VanEynde(1993b).

The issueof how linguistic representationand descriptionscan be usedfor processing
is the topic of the fields of ComputationaLinguisticsand Natural LanguageProcessing
(NLP). HereAllen (1987); Grishman(1986); Gazdarand Mellish (1989)and Winograd

(1983) provide excellentintroductions thoughall go well beyond whatis requiredfor a

basicunderstanding.Parts of Charniakand Wilks (1976) are more elementarythough

now someavhatout of date.

Muchwork in NLP focusse®n analysisratherthansynthesir generationFor anintro-
ductionto issuesn generationseeMcDonald(1987).

NLP is alsoa key areaof interestin the field of Artificial Intelligence(Al), and mary
introductionsto Al containsomeusefulintroductorymaterialon NLP, examplesareRich
(1983); Charniakand McDermott(1985); Tennant(1981); Barr and Fiegenbaun(1981).
Many of the entriesin Shapiro(1987)will alsobe useful.
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