Chapter 10

New Directionsin MT

10.1 Introduction

In the previouschapterswe have tried to give anideaof whatis currentlypossiblein MT.
In this chapter we look to the future. Our aim is to give a flavour of currentresearchn
MT, indicatingwhatissuesarereceving attentionandwhattechniquesarethoughtto be
promising.

Of coursenotall theideasthatare currentlyimportantarereally new ones.A greatdeal
of currentresearchs directedathow familiartechniqguesanbeimproved— for example,
how standardLinguistic Knowledge’approachesanbeimprovedby usingbetterlinguis-
tic analyseganalysesdasedon betterlinguistic theories or a betterunderstandingf ex-
isting theories) anddevelopingor adaptingmoreefficient processingnethodsandbetter
tools for usein constructingand modifying systems. Likewise, an importantfeatureof
currentresearchnvolveswork on sublanguag®T (cf. Chaptei8), but thoughthe design
of toolsto aid sublanguag@nalysisis anincreasinglyimportantarea,it is hardly a nen
development.Othercurrentlyimportantwork is concernedvith integration, which canre-
late eitherto theintegrationof MT with otherNaturalLanguageProcessingechnologies,
or to the (non-trivial) problemsof integrationof MT into generaldocumentprocessing
technologythat ariseasonetries to make a practicallyand commerciallyusablesystem
outof aresearctprototypeMT system.A particularlyimportantexampleof the formeris
researclton ‘speech-to-speectVT systems— thatis, systemghatcantake spoleninput,
and producespolen output(e.g. for moreor lesssimultaneousnterpretingof telephone
corversations)Suchwork is clearlyimportant,andoftenthrows up interestingdifferences
of emphasigfor example,in speech-to-speeachiork, thereis an emphasion speedand
on dealingwith sentencdragmentssinceonewould like to be ableto translateeachut-
teranceasit is spolen, without waiting for the end. This givesimportanceto ‘bottom up’
methodsof analysis,andsevererestrictionson theinputin termsof text-type, etc). How-
ever, thereis anobvious sensdn which suchwork it is ‘more of the same’— it involves
improving oneaspecbf anexistingidea,ratherthanpresentingagenuinelynew direction,
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andwould be accessiblen the basisof the earlierchaptersof this book. In this chaptey
we will concentrat®nwhatwe think mayturn outto be moreradicalideas.

Thelmpactof TechnologyNo. 58: MachineTranslationandTourism.
The SuperMini EtransTourist TranslationSystenreplacegheold fashioned
PhraseBook. It comescompletewith integratedlaptopcomputercarryingcase,
power pack,and3 volumesof documentation.

The chapterhasthree main sections. In Section10.2, we outline somecurrentissues
andtrendsin the designof setsof linguistic rulesfor MT, thatis, work within the estab-
lished‘Linguistic Knowledge’, or ‘Rule-Based’paradigm.The next section(10.3) gives
anoverview of someof the corpusandmachinereadablalictionaryresourcesvhich have
recentlybecomeavailable. Theseresource$fiave stimulateda greatdealof researchwithin
thetraditionalLK/rule-basecparadigmandhave alsobeenof key importancen thetrend
towardsso-calledempiricalapproachet MT, which aresketchedn Section10.4.

10.2 Rule-Based MT

10.2.1 Flexibleor Multi-level MT

Mosttransferor interlingualrule-basedystemsarebasedntheideathatsuccesi prac-
tical MT involvesdefininga level of representationfor texts which is abstracenoughto
make translationitself straightforvard, but which is at the sametime superficialenough

to permitsentencef the varioussourceandtargetlanguageso be successfullynapped
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into thatlevel of representationThatis, successfuMT involvesa compromisebetween
depthof analysisor understandingf the sourcetext, andthe needto actuallycomputethe
abstracrepresentationin this sensefransfersystemsarelessambitiousthaninterlingual
systemsbecause¢hey acceptheneedfor (oftenquitecomplex) mappingrulesbetweerthe
mostabstractepresentationsf sourceandtamgetsentencesAs our linguistic knowledge
increasessotoo MT systemsbhasedon linguistic rules encodingthat knowledgeshould
improve. This positionis basedon the fundamentabssumptiorthatfinding a sufficiently
abstractevel of representatioffior MT is an attainablegoal. However, someresearchers
have suggestedhat it is not always the casethat the deepestevel of representatioris
necessarilyhe bestlevel for translation.

This canbe illustratedeasily by thinking abouttranslationbetweenclosely relatedlan-
guagessuchasNorwegianand Swedish.

(1) a. Min nyabil arbla(Swedish)
‘my new caris blue’
b. Dennye bilen min er bla(Norwegian)
‘the new carmineis blue’

(2) a. Varharduhittatensaful slips?(Swedish)
‘Wheredid you find asuchugly tie’
b. Hvor hardufunnetet sastygtslips?(Norwegian)
‘Wheredid you find asuchugly tie’

In the secondexamplehere,both languagefave exactly the sameword order although
the wordsthemselesandtheir grammaticafeaturesdiffer. In the first example,we see
that Swedish(lik e English)doesnot allow the useof anarticletogethemwith a possessie
pronoun,which Norwegian (like, say Italian) does. Theseare certainly minimal differ-
encesandit would be a seriouscaseof overkill to subjectthe sourcelanguagesentences
to ‘in depth’analysiswhenessentiallyall thatis requiredto dealwith this structuraldif-
ferenceis to expressa correspondencketweerthe structureglescribedy the following
syntacticrules(here’Poss’standdor ‘Possessie pronoun’).

(Swedi sh) NP — Poss Adj N

(Norwegi an) NP — Det Adj N Poss

Of coursejt would be straightforvardto designa specialpurposeMT systemwhichwas
equippedonly with the sortof linguistic rulesrequiredto performthis type of superficial
manipulationof syntacticstructures.But a numberof considerationspot leasteconomic
considerationsmilitate againstthis. Insteadone could concludethat what is required
is an approachto rule-basedranslationwhich is sufiiciently flexible to carry out deep
analysisonly whenrequired,so thatthe sameMT enginecan be usedfor dealingwith

pairsof closelyrelatedlanguagesndpairsof languagesvhich differ greatly Suchideas
lie behindattemptsto designflexible systemswhich canoperatein a variety of modes,
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accordingto the depthof analysisrequiredfor the languagepair, or eventhe particular
examplesn hand.

Thereareotherreasondor the currentinterestin flexible systemsln the exampleabore,
we have tried to shaw thatwhatis the ‘appropriatdevel’ of analysisor onelanguagepair
mightbequiteinappropriatdor anothepair. But someresearcherlave pointedoutthata
similar situationobtainswithin oneandthe sameanguagepair. Thoughreally corvincing
argumentsare hardto find, the ideais that translationseemso dependon information
aboutdifferentlevels of linguistic information at the sametime. For example,for most
translationpurposesaswe have notedpreviously, a representatioin termsof semantic
relations(AGENT, PATIENT, etc.) is attractve. However, sucha representatiorwill
probablynot distinguishbetween(2a), (2b) and(2c). This meanshey will betranslated
alike, if this is the representationthat is producedby analysis. But in mary caseshis
would not producea very goodtranslation.

(3) a. Sambroketheprinter
b. It wastheprinterthatSambroke.
c. It wasSamthatbroke theprinter

Ideally, whatonewantsis a semanticaccountof the differencesetweerntheseexamples.
This hasto do with the differencebetweenwhatis presupposedindwhatis assertedor

whatis treatedas‘given’, andwhatasnew information(e.g.in (3b) it is presupposethat
Sambroke something,andstatedthat the thing in questionwasthe printer). Producing
suchanaccounis notimpossible andmayindeedproducea betterMT systemin thelong

run. However, it is by nomeanseasyand,atleastin theshortterm,it would beniceif one
coulduseinformationaboutsemantiaelationswherethatis useful,andinformationabout
surfacesyntacticform wherethat was useful. This would be possibleif onehada way

of allowing informationfrom a variety of levelsto bereferredto in transfer. Of course,
the difficulty thenwould be to allow this flexibility while still ensuringthatthe piecesof

informationcanbe correctlycombinedto give a suitabletamgettranslation.

Therearevariousproposalsn theMT literatureconcerninglexible MT. Someresearchers
working within the paradigmof example-basedAT, which we discussbelow, have pro-
posedarchitecturesvhich areflexible with respecto thelevel atwhichtranslationoccurs.
Anotherratherradicalideadependon the fact that several contemporaryinguistic the-
oriesprovide a ‘multidimensional’ characterisatiof a linguistic string. Onecangeta
flavour of whatis involved by looking at the following representation.

Thisrepresentationf thesentenc&im walksis multidimensionalin thesensehatit con-
tainsinformationaboutseverallevels, or dimensionspf structureat the sametime: infor-
mationaboutORTHography,SYNtax, SEMantics,and constituentstructure(the Daugh-
TeRsfeature). Suchmultidimensionalrepresentationare known as signs. Identity of
valuesis indicatedby tags,boxedindiceslike[ 1], [2].

If we look first at the DTRS value, we can seethat there are two daughtersghe first
an NP (i.e. whoseSYNtax containsan attribute CAT with value NP), andthe seconda
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[ORTH <[1][2]> ]
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Figure 10.1 A MultidimensionalRepresentation

VP. The NP hasno daughtersandthe VP hasone daughterwhosecategory is V. The
ORTHographyof thewhole S is madeup of , the ORTHographyof the NP, i.e. mary,

andthe ORTHographyof the VP, whichis identicalto the ORTHographyof the V, tagged
. TheTNS (TeNSe)of S, VP, andV areidentical,andthe NP, VP, andV have thesame
NUMber value.

The semanticof the S indicatesthat the argumentof the predicatewalk is the value
tagged 4], thatis, the semanticof the NP, maryr.

We have seenthatrepresentatioarriesinformationaboutORTHography SYNTax, SE-
Mantics and daughterg§ DTRS) at the sametime (a fuller representationvould include
informationaboutmorphologytoo). Formally; it is just a collectionof features(i.e. at-
tributesand values)of the kind we have seenbefore,with the differencethat the value
of someof the attributescanbe an entire structure(collectionof features)andwe allow
differentattributesto have the samevalue(indicatedby meansof atag, a numberwritten
in abox). Thisis sometimesalledare-entrance.

The syntacticinformationis essentiallyequivalentto the sortsof cateyory labelwe have
seenbefore,andthevalueof the DTRS attribute simply givesthe valuesof the daughters
a nodewould have in a normal consituentstructuretree of the kind that were givenin
Chapter3. Oneinterestingpointto noteis thatthereis avaluefor SEManticsggivenfor the
mothersign,andfor every oneof the daughtersigns. (In fact, the SEM valueof the Sis

'Here‘samevalue’is to beinterpretedstrongly astoken identity — in a sentencevith two nouns there
would be two objectswith the ‘same’ cateyory value, namely the two nouns. This is often called ‘type’
identity. In everydayusagewhenwe speakof two peoplehaving the ‘same’ shirt, we normally meantype
identity. Tokenidentity would involve themsharingonepieceof clothing. Ontheotherhand,whenwe speak
of peoplehaving the samefather we meantokenidentity.
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identicalto the SEM valueof the VP, andthe V, andthe SEM valueof the AGENT of the
Sis identicalto the SEM valueof the NP Kim.)

Oneway onecouldusesuchastructurevould bejustto take thevalueof the SEM attribute
for themothersignin the outputof analysisandinput this valueto transfer(in atransfer
system)or synthesig(in an interlingual system). This would involve only adaptingthe
techniquesve describedn earlierchaptergor transferandsynthesigo dealwith complex

attribute-\aluestructuresratherthantrees(thisis notvery difficult). Of coursethiswould

meanthat onewaslosing ary benefitof multidimensionalityfor translation(thoughone
mightbeableto exploit it in analysis).

If oneis to exploit multidimensionalityin transferor synthesigwhich wasthe aim) the
only possiblepart of the sign to recursethrough,applyingrules, is the structureof the
DTRSattribute. However, aswe noted,this is just the surfacephrasestructure enhanced
with someinformation aboutsemanticsand orthography If this is so, then one might
wonderwhetherarny advantagehasbeengainedatall.

Thesolutionis notto think in termsof applyingrulesto representationsr structurestall,
but to focuson the attribute-valuestructureassimply a corvenientgraphicrepresentation
of the solutionto a setof constraintsFor example for therepresentatioonpagel77,one
suchconstraintwould be thatthe CATegory valueof the mothersignis S. More precisely
the value of SYN on the mothersign is an attribute-value structurewhich containsan
attribute CAT, with valueS. Thatis, if we give namedike X0, X1, X2, etc. to thevarious
attribute-\value structureswith X0 the nameof the mothersign,thenthe valueof SYN in
X0 is astructureX1, andthevalueof CAT in X1 is S:

X0: SYN

X1
X1: CAT

S

If we namethe attribute-valuestructureof the VP X4, andthatof theV X5, we alsohave
thefollowing, indicatingthatS, VP, andV all have thesameSEM values.

X0: SEM = X4: SEM
X4: SEM = X5: SEM

Thevalueof the ORTHographyattributein X0 is theconcatenatioof thevaluesin theNP
(X6) andthe VP (X5):

X0: ORTH = concat enati on( X6: ORTH, X5, ORTH)

Onecanthink of arepresentatiofik e thaton pagel77 assimply a graphicrepresentation
of the solutionto a setof suchequationsandone canusethe equationsasthe basisfor
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translation,in the following way. First, it is the taskof analysisto producethe equation
set. Thisis not, in fact, difficult — we have alreadyseenjn Chapter3 how onecanadd
instructionsto grammarrulesto createdifferentkinds of representationsUsing themto
createsetsof equationgs a simpleextensionof thisidea. This setof constraintslescribes
a sourcestructure. The translationproblemis now to producea setof constraintsvhose
solutionwill yield a tamgetlanguagestructure.Ultimately, of course oneis interestedn
theORTH valuein suchastructure put in themeantimepnecanstateconstraintsuchas:
“the SEM of the sourcestructure andthe SEM of thetarget structuremustbe identical”
(this assumeshatthe SEM valuesare'interlingual’), or “the SEM of the target structure
mustbetheresultof applyingsometransfer’ functionto the SEM of thesourcestructure”.
But onecaneasilystateconstraintsn termsof otherattributes,for example,“in the case
of propernouns,the value of ORTH in the sourcestructureand the value of ORTH in
the taiget structuremustbe the same”. Similarly, if we addattributesandvaluesgiving
informationaboutgrammaticakelationssuchassubject,etc. into the constraintsyve can
stateconstraintsn termsof these.

Of coursewe cannot,n this way, guaranteghatwe will dealwith all of thesourcestruc-
ture (we may leave partsuntranslatedy failing to produceappropriatetarget language
constraints)or that solving the target languageconstraintswill producea single tamget
structure,or evenary structureat all (the constraintanay beinconsistent).Nor have we
indicatedhowtheconstraintsreto besolved. Moreover, onewill oftennotwantsuchcon-
straintsto be obseredabsolutelybut only by default. For example,propernamesshould
only keepthesameorthographyform if thereis no constrainthatsaysotherwise(in trans-
lating Englishinto French,onewould like to ensurethat Londontranslatesas Londres.
Thereare a numberof seriousdifficulties and openresearchgjuestionshere. However,
onecangeta feeling for a partial solutionto someof theseproblemsby consideringhe
following rathersimpleapproach.
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Recallthatthe constraintsve gave abore madethe SEManticsof the S equalto the SE-
Manticsof the VP, andthe V. Onemayimmediatelythink of this asinvolving the V con-
tributing its SEManticgo the S, but onecanalsoseeit the otherway round,asputtingthe
semantic®f thewhole S ‘into’ theV. Whatthis meanspf coursejs thatall the semantic
informationcorveyedby the sentencés represente@someavhatredundantly)n therepre-
sentation®f thewords. Now supposdhatwe have translationconstraintswvhich say for
example,thatthe translationof the word walk mustbe the word marcher, with the same
semanticsandthat the translationof Sammustbe Sam againwith the samesemantics.
Whatwe mustdo now is produceatarget structure.The problemwe have is interestingly
like the problemwe have whenwe try to parsea sentencethenwe typically know what
thewordsare,andwhatorderthey arein, but notwhatthesentencesawholemeanshere
we know whatthewordsare ,andwhatthesentencasawholemeandit is representetn
the words’), but not what the word ordershouldbe. One possibility is simply to usethe
tagetgrammaro parseSam andmarcher in all possibleorders.To take a slightly more
interestingcase supposdhe sourcesentencés (3):

(4) Samseed.ondon.

If thetamgetlanguages French,the targetgrammarwill be asledto parsethe stringsin

(4):

(5) a. *voit SamLondres.
b. ?Londresvoit Sam.
c. *SamlLondresvoit.
d. Samvoit Londres.

Onecanexpectthetagetgrammairo reject(5a),and(5c¢). It would accept(5b), but only
with the meaningthatis differentfrom that of the sourcesentencewhich we have carried
overin theconstraintdinking seeto voir. Thisleavesonly the correctsolution(5d).

10.2.2 Knowledge-Based MT

Thetermknowled@-basedMT hascometo describea rule-basedsystemdisplayingex-

tensve semanticandpragmaticknowledgeof a domain,including anability to reasonto

somelimited extent,aboutconceptsn thedomain(the componentsinstallationandoper

ationof a particularbrandof laserprintercould constituteadomain).We notedtheappeal
of suchanapproachasaway of solvingsomebasicMT problemsin earlierchaptersEs-

sentially the premisds thathigh quality translatiorrequiresn-depthunderstandingf the

text, andthe developmentof the domainmodelwould seemto be necessaryo that sort
of deepunderstandingOneof theimportantconsiderationslriving this work is anappre-
ciationthatpost-editingis time-consumingandvery expensve, andthereforethat efforts

madeto producehigh quality outputwill pay off in thelong run. Sincethis maywell turn

out to be of greatutility, in this sectionwe concentrateon an approachwhich attempts
somedggreeof text understandingn the basisof detaileddomainknowledge,developed
atthe Centerfor MachineTranslationat Carngjie Mellon Universityin Pittshurgh.
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Subclasses personal-computenini mainframesuper

is-a independentievice

has-as-part softwarecomputerkeyboardinput-device disk-drive
output-deice CD-Romcardcomputerhardware-carccpu
memory-&pansion-caranonitor printer systemunit

max-users (<>1200)

make PlusAT XT 750780

token “The basiclIBM PersonalComputerconsistf a system
unit andkeyboard”

Part-of airport-check-in-fadity security-check-ddce

operational yesno

manugctured-by intentional-agent

configuration minimal regularextra

theme-of device-eventspatial-eent

Table 10.1 ExampleFramefor theconcepttonput er

To give someideaof whatis at stale here,the prototypesystemsievelopedfor English
+» Japanesdranslationduring the late 1980sat CMU, dealingwith the translationof
instructionmanualgor personatomputersgontainedhefollowing components:

anontologyof concepts

analysidexicaandgrammargor EnglishandJapanese

generatioriexicaandgrammardor EnglishandJapanese

mappingrulesbetweerthe InterlinguaandEnglish/Japanesgy/ntax

For a small vocalulary (around900 words), somel1500 conceptavere definedin detail.
Theontologydealtsolelywith theinteractionbetweerpersonatomputerandtheir users.
Nounsin theinterlinguacorrespondo ‘object conceptsin the ontology which alsocon-
tains‘event concepts’ suchasthe eventr enove, correspondingo the Englishverbre-
moveandtheJapaneseerbtorinozoku(by nomeansareall mappinggrom theinterlingua
into naturallanguageas straightforvard asthis, for example,the conceptt o- pr ess-
but t on mustbe divided into suberentscorrespondingo pressing,holding dovn and
releasingthe button). Conceptsare representedn a form of frame representatioman-
guage familiar from work in Artificial IntelligenceandNaturalLanguageProcessingin
which frames(providing anintrinsic characterisatioof conceptsjrelinkedin a hierar
chicalnetwork. To give anideaof theamountof detailedknowledgeaboutconceptghat
onemight wantto encode,Table 10.1 givesby way of examplea framefor the concept
conput er.

Knowledge-basedT is still pursuedtodayat CMU in the KANT system,but is much
moremodestin termsof its goalsfor domainknowledge,which is limited to thatwhich
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is necessaryor stylistically adequateaccuratetranslation,as opposedtio deeptextual
understandingThusthe domainmodelsimply representsill the conceptgelevantin the
domain,but doesnot supportary furtherreasoningor inferenceaboutthe conceptsn the
domain,otherthanthatwhichis directlyencodede.g. hierarchicainformationsuchasthe
factthatpersonabomputersandmainframesaretypesof computer).The essentiatole of
thedomainmodelis to supportfull disambiguatiorof thetext. An importantpartof thisis
specifying,for every eventconcepin thedomain,whatrestrictionst placeson the object
conceptswvhich constituteits agumentge.g. only living thingscandie, only humanscan
think, in aliteral sensepr the'fillers’ of ‘slots’ in its (frame-based)epresentation.

Onceyou startaddingdetailedknowledgein the pursuitof high quality translatiorthrough
text understandingi is temptingto addmoreandmoresourcef knowledge. It is quite
clearthatanaphoraesolutionandthe resolutionof otherreferentialambiguitiesrequires
referenceo alevel of structureabore sententiabyntaxandsemanticgseee.g. the exam-
plesin Chapter6). Likewise,for stylistic reasonsto increasehe cohesvenesof thetext,
onemightneedto keepsomeworkingrepresentatioof theparagraplstructure Achieving
areally high quality translation gspeciallywith somesortsof text, mightrequiretreatment
of metaphormetorymy, indirectspeectacts,spealkr/heareattitudesandsoon. Overthe
lastfew yearsavariety of groupsin differentpartsof theworld have begunexperimenting
with prototypesntendedo work with explicit knowledgeor rule componentslealingwith
awide variety of differenttypesof information. All of theseapproachesanbeviewedas
examples pf oneform or anotheyof knowledge-baseT.

10.2.3 Feasibility of General Purpose Rule-Based MT Systems

The approacheso MT thatwe have discussedofar in this chaptercanbe distinguished
from eachothermainly in termsof thevariousknowledgesourcesvhich areusedin trans-
lation. They areall straightforvard rule-basedpproachesasmostwork in MT hasbeen
until thelastfew years.Howeverit is widely recognisedhatthereareseriouschallenges
in building a robust, generalpurpose high quality rule-basedMT system,giventhe cur-
rent stateof linguistic knowledge. As we shall see,theseproblemsandthe increasing
availability of raw materialsin theform of on-line dictionariestermbanksandcorpusre-
sourcesave ledto anumberof new developmentsn recentyearswhich rely on empirical
methodsof varioussorts,seekingo minimize or atleastmake moretractablehelinguistic
knowledgeengineeringproblem.

Oneof the mostseriousproblems,and probablythe mostseriousproblem,for linguistic
knowledgeMT is the developmentof appropriatdarge-scaleggrammaticabndlexical re-
sourcesTherearereallyanumberof closelyrelatedproblemshere. Thefirstis simply the
scaleof theundertakingjn termsof numbersof linguistic rulesandlexical entriesneeded
for fully automatic high quality MT for generalpurposeandspecialisedanguageaisage.
Evenassuminghatour currentstateof linguistic knowledgeis sophisticate@&nough the
effort involved is awesome,|f all suchinformation mustbe manuallycoded. It is gen-
erally acceptedthen, that techniquesnustbe adoptedwhich favour the introductionof
semi-automati@ndautomaticacquisitionof linguistic knowledge.
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Thesecondconcernghedifficultiesof manipulatingandmanaginguchknowledgewithin
a working system. The experienceof linguistsdevelopinga wide variety of naturallan-
guageprocessingsystemsshaows that it is all too easyto add ad hoc, specially crafted
rulesto dealwith problemcaseswith the resultthatthe systemsoonbecomedlifficult to
understandupgradeand maintain. In the worst case the additionof a new rule to bring
aboutsomeintendedmprovement,may causeheentireedificeto toppleandperformance
to degrade.To a certainextent, thesefamiliar problemscanbe avoidedby adoptingup to
dateformalisms,andrestrictingthe useof specialdevicesasmuchaspossible.lt is also
very importantto do everything possibleto ensurethat differentgrammarwriters adopt
essentiallythe sameor consistentpproacheanddocumengeverythingthey doin detail.

Thethird issueis oneof quality andconcernghelevel of linguistic detailrequiredto make
the variousdiscriminationswvhich arenecessaryo ensurehigh quality output,at leastfor
generaltexts. This problemshowns up in a numberof differentareas,most notably in
discriminatingbetweendifferentsense®f a word, but alsoin relating pronounso their
antecedents.

Someconsidetthatthisthird aspecis soseriousasto effectively underminghepossibility
of building large scalerobustgeneraburposeMT systemswith areasonabhhigh quality
output,arguingthatgiventhe currentstateof our understandingf (especially)sensedif-
ferencesye areatthelimits of whatis possiblefor thetime beingin termsof the explicit
encodingof linguistic distinctions.An extremelyradicalapproactio this problemis to try
to doaway with explicitly formulatedinguistic knovledgecompletely This extremeform
of the‘empirical’ approacho MT is foundin thework carriedoutby anMT groupat|BM

Yorktown Heightsandwill bediscussedn the sectionbelow on StatisticalApproaches.

Oneinterestingdevelopmentis now evident which recevesits impetusfrom the appre-
ciation of the difficulty and costlinessof linguistic knowledge engineering. This is the
growth of researchinto the reusabilityof resourcegfrom applicationto applicationand
from projectto project)andthe eventualdevelopmentbf standard$or commonresources.
Oneof thereasonsvhy thisis happeningow is thatthereis undoubtedlya setof coretech-
niquesandapproachewhich arewidely known andacceptedvithin theNaturalLanguage
Processingesearcltommunity In this sensea partialconsensugs emeging onthetreat-
mentof someinguisticphenomenal secondmportantmotivationis agrowing apprecia-
tion of thefactthatsharingtools,techniquesndthegrammaticahndlexical resourcebe-
tween projects, for the
areasvherethereis aconsensusllows oneto directresearchmoreappropriatelyatthose
issueswhich posechallenges.

As well asthevariousdifficultiesin developinglinguistic resourcesthereareotherissues
whichmustbeaddresseth thedevelopmentof aworking MT system.If asystemisto be
usedonfreetext, thenit mustberobust. Thatis, it musthave mechanism$or dealingwith

unknovn words and ill-formed output (simply answering'no’ and refusingto proceed
would not be cooperatie behaiour). In a similar way, it musthave a way of dealing
with unresohed ambiguities thatis, casesn which the grammarrules,in the light of all

availableinformation,still permita numberof differentanalysesThisis likely to happen
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in termsof bothlexical choice(for example,wheretherearea numberof alternatvesfor
agivenword in translation)andstructuralchoice. For example,takenin isolation(andin
all likelihood,evenin mary contexts) thefollowing stringis ambiguousasshowvn:

(6) a. SamtoldKim thatJohaddiedlastweek.
b. Samtold Kim [that Johaddied] lastweek.
c. Samtold Kim [that Johaddiedlastweek].

Suchattachmenambiguitieswith adwerbial phrasegsuchaslastweel andprepositional
phrasegon Tuesday occurquite frequentlyin a languagdik e Englishin which PPsand
ADVPstypically occuratthe endof phrasesin mary casesthey arestrictly structurally
ambiguoushput canbe disambiguatedh contect by the hearerby usingreal-word knowl-
edge.For example,the following is ambiguousput the hearerof sucha sentencevould
have enoughsharedknowledgewith the spealer to chosethe intendednterpretationland
perhapsvould not evenbe awareof theambiguity):

(7) a. Joeboughtthebookthatl hadbeentrying to obtainfor Susan.
b. [Joebought[the bookthatl hadbeentrying to obtainfor Susan]].
c. [Joebought[the bookthatl hadbeentrying to obtain]for Susan].

Consideratiorof issuessuchastheseunderlieswork in integratingcoreMT engineswith
spellingcheclers,fail-saferoutinesfor whatto do whena word in theinputis notin the
dictionary and adding preferencemechanismsvhich chosean analysisin casesof true
ambiguity, but an appreciatiorof the seriousnatureof theseissueshasalsoprovided an
motivation for the currentinterestin empirical, corpusor statistical-base®T, to which
we returnafterdiscussinghe questionof resource$or MT.

10.3 Resourcesfor MT

As researcherbeggin to considertheimplicationsof developingtheir systemseyondthe
level of proof-of-conceptesearctprototypeswith very restrictedcoverage considerable
attentionis beingpaidto therole thatexisting bilingualandmonolinguakcorpusandlexical
resourceganplay. A corpusis essentiallya large collectionof texts, but for our purposes
weareinterestednly in suchtexts storedon computersn astandardormat(e.g. extended
ASCII). Suchtexts may often contain standardmarkup (e.g. in SGML) and for most
practicalpurpose®neneedsa setof corpusaccesgoolsfor retrieving dataat will.

Variousresearctcentreghroughoutthe world have beendevelopingmonolingualcorpus
resource$or mary years andtherehasbeena growing awarenesshroughoutheeighties
of theirimportanceto linguistic andlexicographicwork. A numberof siteshold substan-
tial corpusresourcegseveralmillions of words),anexamplebeingthe Unit for Computer
Researclonthe EnglishLanguageatthe University of Lancastewhich currentlyholdsin

excessof 5 million wordsof corpusmaterial,of which 4M wordshave beentaggedwith

part-of-speectinformation. Suchcollectionsare a rich repositoryof informationabout
actuallanguageausage Efforts areundervay at differentcentredo (automaticallyor semi-
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automatically)annotatecorpusresourcesvith varioustypesof linguistic information,in
additionto grammaticalPOS)tagging,prosodicannotation(indicatingfeaturesof stress
andannotation)syntactictagging(indicatingphrasalgroupsof words,i.e. parsingor par
tial (skeleton)parsing) semantidagginganddiscoursdevel tagging(indicatinganaphoric
andothersimilar links). To give someideaof scale,the plannedBritish NationalCorpus
will containaround100M wordsof grammaticallytaggedcorpusmaterial,with standard
SGML markup. Thefollowing exampletext hasbeentaggedwith the CLAWS tagsetde-
velopedat UCREL, University of Lancaster— in casesvheremultiple tagsarepossible,
thetagchoserby theprobabilistictaggelis shovn in squarebraclets,with thealternatves
following aftercommas.

Excerpt from a Tagged Corpus

Satellite[JJ], NN1 communicationsNN2 haveVHO beenVBN
used[VVN], VVD, JJ for[IF], CF RP almostRR two_MC
decadesNNT2 to_TO provide.VVI intercontinental[JJ], NN1 traf-
fic_[NN1], VVO through[ll], RR JBthe AT INTELSAT_[NNJ], VVO,
NN1 ,., INTERSPUTNIK[NN1], NNJ andCC INMARSAT_[VVO0],
NNZ1,NNJsystemsNN2 ... INTELSAT_VVC, now_[RT], CSalsaRR
providesVVZ regionalJJ traffic_[NN1], VV andCC leasegNNZ2],
VVZ transponder$VvVZ], NN2 to_[ll], TO, RP severalDA2 coun-
triesNNL2 for_[IF], CF RP domestic[JJ], NN1 use[NN1], VVO

Thesetags,which it mustbe stressedare assigneccompletelyautomaticallyandwith a
highlevel of accuray, provide adetailedpartsof speechanalysisof thetext, distinguishing
betweensome40 differentsubcatgoriesof Noun (the tagsfor Nounsbegin with N for
Nounor P for pronoun)andsome30 differentsubcatgoriesof Verb,andsoon.

Overthelastfew yearstherehasbeenanincreasingawarenessf theimportanceof corpus
resourcesn MT research.Tools for extractinginformationautomaticallyfrom texts are
beingincreasinglyused,and new techniquedeveloped. At the simplestlevel, a mono-
lingual corpusis a crucial tool for the linguist in determininglanguageusagein a given
domain,anda bilingual corpusfor determiningthefactsof translation.In developingMT

systemsbilingual texts are an extremelyimportantresourceandthey are mostusefulif

organizedin sucha way thatthe usercanview translation‘chunks’ or ‘units’. In bitext

(or ‘multitext’) the text is alignedso that within eachbilingual (or multilingual) chunk
the texts aretranslationsof eachother The mostcommonform of alignmenttakesthe
sentencdo be the organizingunit for chunkingandtechniquesexist for performingthis
alignmentof bitext automaticallywith ahighlevel of accurag (96%or higher).Of course
alignmentdoesnot needto stop at the sentencdevel andit is possibleto apply simple
probabilitymeasures$o a sentencealignedbitext to extractautomaticallythe mostproba-
bleword pairalignmentsandgivensomeskeletonor phrasalparsing to attempto extract
usefulinformationaboutphrasablignment.A caveatis of coursen order— thesuccessf
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techniquesuchasprobabilisticword pairalignmentdepend®nthesizeandquality of the
corpusresourceandminimumsizeis probably2M wordsof cleantext. The availability
of bilingual or multilingual corpusresource®f adecentizeis currentlyalimiting factor
Despitethe fact that mary internationalinstitutionsand companieshave large bilingual
or multilingual resourcesn appropriateformats, they have beenslow to appreciatehe
valueof releasingheseto theresearcltommunity althoughthereareindicationsthatthis
situationis now changing(the CanadiarEnglish-FrenctHansardrecordof parliamentary
proceedingss a notableexception,seethe extracton pagel87).

Much of theinterestin corpusresourceandmachine-readabldictionariescomesotfrom
theirvalueasstaticknowvledgebanks whichthegrammanmvriter canconsultbutin thepos-
sibilities of usingthe informationthey containdirectly in the MT system thusproviding
somesolutionto theknowledgeacquisitionproblemwe notedabove. Oneway this canbe
achievedis by investigatingproceduregor automaticallyor semi-automaticallyeriing
linguisticrulesfor theMT systemfrom thevarioussource®f information.ldeascurrently
underinvestigationincludethe useof monolingualcorpusof sufiicient sizefor automatic
sensalisambiguatiorin context.? As a furtherexample,a partof speechaggedsentence
alignedbilingual text togetherwith someprobabilisticmodel, could be usedto automat-
ically provide equivalenttermsin the two languagesvhich could thenbe automatically
compiledinto therelevantformalismfor lexical entriesin anMT system.

A further resourcewhich is now beginning to be adequatelyexploited is the machine-
readabledictionary(cf. Chapters). Monolinguallexical entriescanbe constructegsemi-
automaticallyfrom machine-readabldictionaries,and researchs undervay into semi-
automaticallyderiving a bilingual lexicon from thesemonolinguallexica by statistical
comparisorof the lexical structuresassociatedavith variousword sensesAnotherpossi-
bility is thatof automaticallyderiving subcatgorizationandsemanticselectionalnforma-
tion for lexical entriesandgrammaticatulesfrom corpusresourceandmachine-readable
dictionaries. In all of theseapplications,the knowledgebankscan be usedto easethe
formulationof large amountsof detailedlinguistic informationin arule-basedystem.A
numberof otherapproachegp whichwe now turn, attemptto usetheinformationimplicit
in bilingual corpora,dictionariesandthesaurimuchmoredirectly, asa componenin the
MT system.

10.4 Empirical ApproachestoMT

Giventhe questionghathave beenraisedaboutthefeasibility of ‘rule-based’approaches,
theincreasingavailability of large amountsof machinereadabldextual materialhasbeen
seerby anumberof researclgroupsasopeningpossibilitiesfor ratherdifferentMT archi-
tectures— in particular so called‘empirical’ architecturesvhich apply relatively ‘low-
level statisticalor patternmatchingtechnique®itherdirectlyto texts, or to texts thathave
beensubjectto only rathersuperficialanalysis.The reasoningoehindthe termempirical
is thatin suchapproachesyhatever linguistic knovledgethe systemusesis derived em-

2This may usethe measureof Mutual Information, taking into account(roughly) the amountof mutual
contet elementshare
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Extract from Bilingual Hansard

French

Score24 Quela Chambreblamele gouvernemenpour soninactiondansles
dossiergde la granderégion de Montréal, comprenant’ Agencespatiale,le

déweloppementu Vieux-Port,I” aménagementlu Port, le projet Soligaz,les
chantieramaritimes, la relanceéconomiquelel’ estde Montréal,ainsiquela

détériorationdel’ économiedu sud-ouestiela région.

Score52 Monsieurle Président,je pensequ’ il estimportantde rappeler
pourquoi aujourd’hui, nous, du parti libéral, déposonsune telle motion de
blamea I’ endroit de ce gouvernementapmestrois anset demi de pouwoir,

concernantes dossiersde Montréal, principal centredu Québecet aussidu

Canadaun desprincipauxcentres.

Score8 Pourquoiil y atantdedossiergpourqu’ aujourd’huionenarriveaune
motiondeblameal’ endroitdu gouvernement?

Score86 Il esttoutsimplementmportantdeserappelerqu’ apeslesélections
de 1984, et suite a de multiple promessedaites par ce gouvernementa
la population montéalaise,aux autorits municipales,aux gensde tout le

Québecdes1985,malgre unerepesentatiomle 56 ou 57 dépugs,huit depugs
conserateurssur I’ ile de Montréal, le milieu des affairescommencea se
plaindre.

English

Score24 That this Housecondemnghe governmentfor its failure to actin
mattersof interestto the region of GreaterMontreal, including the space
ageng, the developmentof the Vieux-Port,the planningand developmentof
MontrealHarbour the Soligazproject,theshipyardsandtheeconomiaeneaval
of EastMontreal aswell asthe economicdeteriorationof the southwestern
partof theregion.

Score52 He said: Mr. Spealer, | think it is importantto recallwhy today we
in the Liberal Party move this motionto condemra Governmenthathasbeen
in power for threeandhalf years,a motionthatconcernsnattersof interestto
Montreal,the mainurbancentreof Quebeandoneof the majorurbancentres
in this country,

Score8 Why hasthe numberof issuesoutstandingncreasedo the point that
today we moveda motioncondemninghe Government?

Score86 We must rememberthat after the electionin 1984, following the
mary promisesmade by this Governmentto the people of Montreal, the
municipalauthoritiesand Quebecersaisa whole, thatin 1985, despitestrong
representatiorconsistingof fifty-six or fifty-seven Members,including eight
Consenrative Memberson Montreallsland,the businescommunitystartedto
complain.
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pirically, by examinationof realtexts, ratherthanbeingreasonedut by linguists. We will
look attwo suchapproacheshesocalled‘example’or ‘analogy’ basedapproachandthe
‘statistical’ approach.

10.4.1 Example-Based Trandation

Throughoutmost of this book, we have assumeda model of the translationmachine
which involves explicit mappingrules of varioussorts. In the ‘translationby analogy’,
or ‘example-basedapproachsuchmappingrulesaredispensedvith in favour of a pro-
cedurewhich involvesmatchingagainststoredexampletranslations.The basicideais to
collecta bilingual corpusof translationpairsandthenusea bestmatchalgorithmto find
the closestexampleto the sourcephrasein question. This givesa translationtemplate,
which canthenbefilled in by word-forword translation.

Thisideais sometimeshoughtto bereminiscenpf how humantranslatorproceedvhen
using a bilingual dictionary: looking at the examplesgiven to find the sourcelanguage
examplethatbestapproximatesvhatthey aretrying to translateandconstructinga trans-
lation on the basisof thetargetlanguagexamplethatis given. For example thebilingual
dictionaryentryfor printer which we discussedn Chapters gave thefollowing asexam-
ples.

(8) a. ~'serror fautef d'impressioncoquillef;
b. ~'sreader correcteum, -tricef (d'épreues).

Given a sentencdike (8) to translate,a humantranslatorwould certainly choosefaute
d'impressionor coquille asthe translation,on the basisthata mistale is muchmorelike
anerrorthanit is like areader

(9) Thisseemso be|a printer’s mistale|

Thedistancecalculation,to find the bestmatchfor the sourcephrase caninvolve calcu-
lating the closenessf itemsin a hierarchyof termsandconceptprovidedby athesaurus.
To give a flavour of the idea,andthe sort of problemit addresses;onsiderthe problem
of translatingJapanesphrase®f theform A no B (nois a particleindicatingthe relation
betweerA andB) into English. Amongtheformsto chooserom areAB, A'sB, B of A, B
onA Bin A, andB for A, cf Table10.2which givesEnglishparaphrasesf examplesin-
volving no, togethewith the correcttranslationdor thesedifferentpatterns.The problem
is certainlynot anesotericone,sincethe expressionis claimedto occurin around50% of
Japanesseentences.

For agiveninput, the systemwill thencalculatehow closeit is to variousstoredexample
translationdasedon the distanceof theinput from the examplein termsof thethesaurus
hierarchy(this involvesfinding the‘Most SpecificCommonAbstraction’for theinputand
the alternatve translations— i.e. ‘closest’ conceptin the thesaurusierarchy)and how
‘lik ely’ the varioustranslationsare on the basisof frequeng ratingsfor elementdn the
databasef examples. (Notice this meanswe assumethat the databasef examplesis
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B of A 8thnoafternoon theafternoonof the 8th

B for A conferenceno applicationfee theapplicationfeefor the conference
Bin A Kyotonoconference the conferencen Kyoto

A'sB aweekno holiday aweeks holiday

AB hotelno resenation thehotelresenation

AB threeno hotel threehotels

Table 10.2 Alternative Translationdor the Particleno

representate of thetexts we intendto translate.)

The following is an extensionto this basicidea: pairs of equivalent sourceand target
languagexpressioraregiven,alongwith exampletranslationswrittenin parenthesesnd
interpretedasstating‘conditions’ underwhich the givenequivalenceholds. For example,
therule for the Japanesword sodira (‘this’, or ‘this person’— i.e. the addressesgjou),

given belaw, indicatesthat sodira translatesas this when the example involves desy

(translatingasbe), andasyou whenthe input involvessomethindik e okuru (translating
assend. In translatinganinputlik e sodira ni tsutaery the Englishpronounyouwould be
selectedasthetranslationof sodira, becausdsutaeru(corvey) is closesto okuru (send)
in thethesaurus.

sochira

_)

this (( desu {be}),...)
you (( okuru {send}),...)
this (( miru {see}),...)

Thisrule usesonly informationaboutthe surroundingstring, but onecouldimagineother
sortsof example whereinformationis givenin termsof patternf strings,or of grammati-
cal information. An  example involving string patterns is

given below, which would be involved in translatingexamplesinvolving the expression
o-nagaishimasualongthe lines of (9) (o-negaishimasu‘please’)is a generalexpression
indicatingthatarequests beingmade or afavourrequestedp indicateghatthepreceding
nounphrasds anOBJECT).

(10) a. jinjika o o-negaishimasu.
personnekectionOBJplease
May | speakio the personnetection?

b. daimeio o-negaishimasu.

title OBJplease
Pleasayive methetitle.
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To dealwith this, ruleslik e the following useinformationaboutsurroundingstring pat-
terns

X 0 0-negai shi masu

_>
May | speak to X ((jinukyoku {office}),...)
Pl ease give me X ((bangou {nunber}),...)

It shouldbe evidentthatthe feasibility of the approactdependsrucially onthecollection
of gooddata. However, oneof the advantage®f the approactis thatthe quality of trans-
lation will improve incrementallyas the example set becomesamore complete,without
the needto updateandimprove detailedgrammaticabndlexical descriptions Moreover,
the approachcanbe (in principle) very efficient, sincein the bestcasethereis no com-
plex rule applicationto perform— all onehasto do is find the appropriateexampleand
(sometimes}alculatedistances.However, thereare somecomplications. For example,
oneproblemariseswhenonehasa numberof differentexampleseachof which matches
part of the string, but wherethe partsthey matchoverlap,and/ordo not cover the whole
string. In suchcasescalculatingthebestmatchcaninvolve consideringa large numberof
possibilities.

A pureexample-basedpproactwould useno grammarulesatall, only examplephrases.
However, one could alsoimaginea role for somenormallinguistic analysis,producing
a standardinguistic representation.If, insteadof beinggivenin simple ‘string’ form,
exampleswerestatedin termsof suchrepresentation§.e. givenasfragmentsof linguis-
tic representationslyne would expectto be ableto dealwith mary more variationsin
sentencepattern,andallow for a certainamountof restructuringin generation.In this
way, onewould have somethingthat looked morelike a standard_K architecture.The
chief differencewould be in the level of specificityof therules. In particular wherein a
traditionaltransfersystemthe rules are statedin asgenerala form aspossibleto cover
entireclasse®f casewhatonewould have hereis a systemwherethe rulesarestatedn
highly particularforms (eachonefor essentiallyone case),but thereis a generalproce-
durefor estimatingfor eachcasewhichrule is mostappropriatdi.e. by estimatingwvhich
exampleis closest).Of course whatthis suggestss thatthereis no radicalincompatibil-
ity betweenexample-basedandrule-basedapproachesso thatthereal challengdiesin
finding the bestcombinationof techniquesrom each.Hereoneobvious possibilityis to
usetraditionalrule-basedransferasa fall back,to be usedonly if thereis no complete
example-basetranslation.

10.4.2 Statistical MT

Over the last few yearstherehasbeena growing interestin the researchcommunityin
statisticalapproacheso NaturalLanguagdProcessingWith respecto MT, theterm‘sta-
tistical approachestanbe understoodn a narrav sensedo referto approachesvhich try
to do away with explicitly formulatinglinguistic knowledge,or in abroadsensdo denote
theapplicationof statisticallyor probablisticallybasedechniquedo partsof the MT task
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(e.g. asaword sensalisambiguatiorcomponent) We will give a flavour of this work by
describinga purestatistical-basedpproactto MT.

The approachcan be thoughtof astrying to apply to MT techniqueswhich have been
highly successfuin SpeechRecognition,and though the details require a reasonable
amountof statisticalsophisticationthe basicideacanbe graspedjuite simply. The two
key notionsinvolvedarethoseof thelanguage model andthetrandation model. Thelan-
guagemodelprovidesuswith probabilitiesfor stringsof words(in factsentences)yhich
we candenoteby Pr(8) (for asourcesentence) andPr(T) (for ary giventamgetsentence
T). Intuitively, Pr(S) is the probability of a string of sourcewordsS occurring,andlike-
wise for Pr(T). Thetranslationmodelalso providesus with probabilities— Pr(T|S) is
the conditionalprobability thata target sentenc& will occurin atargettext which trans-
latesa text containingthe sourcesentences. The productof this andthe probability of S
itself, thatis Pr(S) x Pr(T|S) givesthethe probability of source-tagetpairsof sentences
occurring,writtenPr(S, T).

Onetask,then,is to find out the probability of a sourcestring (or sentencedccurring(i.e.
Pr(S)). This canbe decomposedhto the probability of the first word, multiplied by the
conditionalprobabilitiesof the succeedingvords,asfollows.

Pr(s1) x Pr(s2|sl) x Pr(s3|s1,s2), etc...

Intuitively, theconditionalprobabilityPr(s2|s1) is theprobabilitythats2will occur given
thats1 hasoccurred;for example,the probability that am andare occurin a text might
beapproximatelythe same put the probability of amoccurringafter| is quite high, while
thatof areis muchlower). To keepthingswithin manageablémits, it is commonpractice
to take into accountonly the precedingoneor two wordsin calculatingtheseconditional
probabilities(theseare known respectrely as‘bigram’ and‘trigram’ models). In order
to calculatethesesourcelanguageprobabilities(producingthe sourcelanguagemodel
by estimatingthe parameters)a large amountof monolingualdatais required,sinceof
coursethevalidity, usefulnes®r accurag of themodelwill dependmainly onthesizeof
thecorpus.

Thesecondaskrequiringlarge amountsof datais specifyingthe parametersf thetrans-
lation model, which requiresa large bilingual alignedcorpus. As we obsenred above,
thereareratherfew suchresourceshowever, the researctgroupat IBM which hasbeen
mainly responsibldor developingthis approacthadaccesso threemillion sentenceairs
from the Canadian(French-EnglishHansard— the official recordof proceedingsn the
CanadianParliament(cf. the extract given above), from which they have developeda
(sentence-alignedcorpus whereeachsourcesentenceés pairedwith its translationin the
tamgetlanguageascanbeseenonpagel92.

It is worth noting in passingthat the usefulnes®f corpusresourcesiepends/ery much
on the statein which they areavailableto theresearcherCorpusclean-upandespecially

the correctionof errorsis a time-consumingand expensve business,and somewould
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arguethatit detractdrom the ‘purity’ of the data. But the extractgiven hereillustratesa
potentialsourceof problemsf acorpusis notcleanedupin someways— thepenultimate
Frenchsentenceontainsafalsestart,followedby ..., while the Englishtext (presumably
producedy ahumantranslator)containgustacompletesentenceThis sortof divergence
couldin principle effect the statisticsfor word-level alignment.

In orderto get someideaof how the translationmodel works, it is usefulto introduce
somefurther notions. In a word-alignedsentence-paiit is indicatedwhich target words
correspondo eachsourceword. An exampleof this (which takes Frenchasthe source
language)s givenin thesecondextract.

A Sentence-Aligned Corpus

Often,in thetextile industry businesseslosetheir plantin Montrealto
move to the EasternTownships.

Dansle domainedu textile souvent, dansMontréal, on fermeet on va
s’ installerdansles Cantongdel’ Est.

Thereis no legislationto preventthemfrom doingso,for it is a matter
of internaleconomy
Il n" y aaucundoi pouremgechercela,c’ estdelarégieinterne.

But then,in the caseof the Gulf refineryit is different: first of all, the
FederalGovernmentasked Petro-Canad#o buy everything, exceptin
Quebec.

Mais |13, la differenceentrela Gulf... ¢’ estdifférentparcequela vente
delaraffinerie Gulf: premigrement)e gouvernementéceralademané
a Petro-Canaddetout achetersaufle Québec.

Thatis serious.
C’estgrave.

Word Aligned Corpus

The FederalGovernmentasked Petro-Canad#o buy everything.
Le(1) gouvernement(3)feceral(2) a demané(4) a Petro-Canada(5)
de(6)tout(8)acheter(7).

Thenumbersafterthesourcewordsindicatethe string positionof thecorrespondingarget
word or words. If thereis no target correspondencehenno braclettednumbersappear
afterthe sourceword (e.g. ain a demand). If morethanoneword in the target corre-
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spondsthenthisis alsoindicated. Thefertility of a sourceword is the numberof words
correspondingo it in thetargetstring. For example,thefertility of askedwith Englishas
sourcelanguagss 2, sinceit alignswith a deman@. A third notionis thatof distortion
which refersto the fact that sourcewords and their target correspondenceso not nec-
essarilyappeaiin the samestring position (comparetout acheterandbuy everything for
example).

The parametersvhich mustbe calculatedfrom the bilingual sentencelignedcorpusare
then(i) thefertility probabilitiesfor eachsourceword (i.e. thelikelihoodof it translating
asone,two, three,etc, wordsrespectiely), (ii) the word-pairor translationpossibilities
for eachword in eachlanguageand(iii) the setof distortionprobabilitiesfor eachsource
andtargetposition. With this information(which is extractedautomaticallyfrom the cor

pus), the translationmodelcan, for a given S, calculatePr(T|S) (thatis, the probability
of T, givenS). This is the essencef the approacho statistically-baseT, althoughthe
procedurds itself slightly more complicatedn involving searchthroughpossiblesource
languagesentencesor the onewhich maximisesPr(S) x Pr(T|S), translationbeinges-
sentiallyviewed asthe problemof finding the S thatis mostprobablegivenT — i.e. one
wantsto maximisePr(S|T). Giventhat

Pr(S|T) = 7"1(?:({[()“5)

thenonejust needgo chooseS thatmaximizesthe productof Pr(S) andPx(T|S).

It shouldbeclearthatin anapproactsuchasthisthereis norolewhatsogerfor theexplicit
encodingof linguistic information,andthusthe knowledgeacquisitionproblemis solved.
Ontheotherhand,the generalapplicability of the methodmight be doubted sinceaswe
obsened aborve, it is hearily dependenbn the availability of good quality bilingual or
multilingual datain very large proportions somethingwvhichis currentlylackingfor most
languages.

Resultsto datein termsof accurag have not beenoverly impressve, with a 39% rate of
correcttranslatiorreportedonasetof 100shorttestsentencesi defectof thisapproachs
thatmorphologicallyrelatedwordsaretreatedascompletelyseparatérom eachother so
that,for example distributionalinformationaboutseesannotcontributeto thecalculation
of parameter$or seeandsaw etc. In anattemptto remedythis defectresearcherat|BM
have startedto addlow level grammaticainformationpiecemeato their systemmoving
in essenceéowardsan analysis-transfesynthesis modelof statistically-basedranslation.
Theinformationin questiorincludesmorphologicainformation,theneutralisatiorof case
distinctions(upperandlower case)andminor transformationso input sentencegsuchas
themovementof adwerbs)to createa morecanonicaform. Thecurrentlyreportedsuccess
ratewith 100testsentences aquiterespectabl®0%. A majorcriticism of thismoveis of
coursepreciselythatlinguistic informationis beingaddedpiecemealwithout a real view
of its appropriag or completenessandtheremustbe seriousdoubtsabouthow far the
approacttanbe extendedwithout furtheradditionsof explicit linguisticknowledge,i.e. a
moresystematimotionof grammar Puttingthe mattermorepositively, it seemslearthat
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thereis a usefulrole for informationaboutprobabilities. However, the poor successate
for the‘pure’ approactwithoutary linguistic knowledge(lessthan40%) suggestshatthe
realquestionis how onecanbestcombinestatisticalandrule-basedpproaches.

10.5 Summary

We have triedin this chaptetto give a brief overvien of someof theissuesandtechniques
which are being actively researchedodayin MT. Of course,thereis not enoughroom
in one chapterto do justice to the field, and we have of necessityomitted much work
thatis of interest. In particular we have restrictedour discussiorto MT itself andhave
saidnothingat all aboutrecentwork in the developmentof translatorsaids, multilingual
authoringpackagesand terminologicalsystemsof varioussorts. Nonethelessve have
identifiedthreeimportanttrendsin currentresearchn MT. Thefirst is the exploitation of
currenttechniquesrom computationalinguisticsto permita multidimensionalview of
the translationakelation betweentwo texts. The secondn the increasingorientationof
the researclcommunitytowardsthe useof existing resource®f varioussorts, eitherto
extractusefulinformationor directly ascomponentsn systems.The third, related,trend
is towardsstatisticalor empiricalmodelsof translation. Thoughwe have dwelt in some
detailin thisshortsurwey on ‘pure’ statisticalandsimplepatternmatchingmethodsin fact
muchrecentwork adwocatesa mixture of techniquesfor examplewith statisticalmethods
supplementingule-basednethodsn variousways.

10.6 Further Reading

Our discussiorof flexible translationbetweenSwedishand Norwegian is basedon un-
publishedwork by Dyvik (1992). The standardreference®n sign-basedpproacheso
linguistic representatioarePollardand Sag(1987,1993). Theview of constraintbased
translationthat we describes looselymodelledon thatusedin ‘Shake andBake’ White-
lock (1992);Beaven (1992). See Kaplanetal. (1989),Sadler(1991)and Sadler(1993)
for a slightly differentapproach.Generaldiscussiorof how multi-dimensionakepresen-
tationscanbeusedin MT canbefoundin SadlerandArnold (1993).

On knowledge-basedIT seeGoodmanandNirenkurg (1991), andthe specialissueof
thejournalMachine Translation Goodman(1989).

On the processingof corpora,and their usein linguistics generally see Garsideet al.
(1987),andAijmer andAltenberg (1991).

Theideaof example-baseMT wasfirst discussedh apaperby NagaoNagao(1984).For
areview of morerecentwork alongthesdines,seeSomerqg1992).

Thepurestatisticalapproactio MT is basednthework of ateamatIBM, seefor example
Brown et al. (1990). As regardsaligned, bilingual corpora,the mostcommonform of
alignmenttakes the sentenceo be the organizing unit for chunking, seeBrown et al.
(1991)andGaleandChurch(1991b) for relevantdiscussion. On automaticextractionof
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word correspondenceacrosshitext, seeGaleandChurch(1991a). Techniquesnvolving
the useof corpusresourcedor automaticsensadisambiguatiorhave alsobeenexplored
within the DLT project,seeSadler(1989).

Thetranslatiornof no, whichwasdescribedaroundpagel88above, is discussedhy Sumita
etal. (1990). Thediscussiorof o-negaishimasus from Furuseandlida (1992b), seealso
Furuseandlida (1992a),andSumitaandlida (1991).

The framefor conput er on pagel81 above is taken from (Goodmanand Nirenkurg,
1991,page25b).

For upto datereportsonresearchn thefield of MT, thereareseveraljournals,andseveral
majorinternationalconferencesThe specialistlournalis Machine Translation editedby
Segei Nirenkurg, from Carngie Mellon Universityin Pittshurg, USA, andpublishedby
Kluwer AcademicPublishersHowever, thejournal ComputationalLinguistics published
by theMIT Presdor the Associatiorfor Computationalinguistics(ACL), alsopublishes
researctwhichis directly aboutMT.

Thespecialistonferencdor researcltonMT is calledTMI — for ‘TheoreticalandMethod-
ological Issues(in Machine Translation)’. This hasbeenheld every two yearssince
1986, and proceedingsare published(TMI1, TMI2TMI3,TMI4). Many of the papersin

the last of thesearedirectly or indirectly aboutthe issueof ‘rationalist’ (i.e. rule-based)
vs. empiricalapproacheso MT. The proceeding®f the main Computationalinguistics
conferencesnamely (COLING), the conference®f the Associationfor Computational
Linguistics (ACL) andthe conference®f the EuropeanChaptersof the ACL, alsocon-

tain a high percentagef papersaboutMT. ACL conferencesre held annuallyin the

USA (for example,ACL28; ACL29; ACL30). The EACL conferencesre held bienni-

ally, EACL1; EACL2; EACL3; EACL4; EACL5, asis COLING: Coling 84 Coling84
washeld in Stanford,California, COLING 86 Coling86in Bonn, Coling 88 Coling88in

BudapestColing 90 Coling90in Helsinki,andColing 92 Coling92washeldin Nantes.
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