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Chapter 1IntroductionFor the Verbmobil demonstrator we adopted an HPSG sign-based transfer approach.The basic units of transfer are lexical signs which are accessed via a recursive pro-cedure which operates on the HPSG daughters structure of the parsed utterance.Figure 1.1 gives a schematic overview about the MDS demonstrator architectureand about the basic input/output functionality of the transfer component.
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Figure 1.1: ArchitectureThe input to the transfer module is the result of parsing a German utteranceand instantiating its semantics according to the semantic construction process. Thetransfer process walks over the HPSG daughters structure of the parse tree in a se-mantic head-driven fashion, applying transfer rules to the lexical signs. Based onthe predicate names of the lexical signs, the lexical transfer rules establish trans-lation equivalences between the corresponding lexical sign of the source and targetlanguage predicates. The English predicate names serve as access keys to the En-glish semantic lexicon, which had to be built accordingly to the German semanticlexicon by the transfer group due to lack of other responsibility. The MDS semanticconstruction operations are used to combine the results of transfer into a single DRSwhich can be input to generation. Additional pragmatic information (e.g speech act,topic/focus information, etc.) from the source sign is passed on to the target signwithout further translation.The functionality of the transfer module was speci�ed in Dorna et al. (1994)and was implemented at the university of Stuttgart. The implementation of thetransfer relation is further described in chapter 2. The coding of the lexical trans-fer relations was done by the di�erent TP-12 transfer sites: IAI Saarbr�ucken, IBM
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Martin EmeleHeidelberg, SfS Universit�at T�ubingen and Universit�at Stuttgart according to thedivision of the o�cial Verbmobil wordlist into di�erent word classes and seman-tic phenomena. The di�erent classes will be further described in their respectivechapters and subsections of this handbook. Chapter 3, subsections 3.5, 3.6 describethe translation of nouns, pronouns and determiners respectively. It is followed bya description of the verbal translation in chapter 4, continued by a description ofthe translation of verbal and nominal modi�ers in chapter 5. Chapter 6 describesthe treatment of idiomatic expressions and particles. Chapter 7 explains the treat-ment of prepositions and chapter 8 describes the underlying sortal hierarchy. Thetreatment of tense is described in chapter 9. Finally chapter 10 concludes with atranslation example output from dialogue 7 and a description of the overall coverageof the transfer component.
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Chapter 2Implementation of TransferWe present the basics of the Transfer module implementation realized in the STUF-III language (Momma et al. (1994)) which uses the CUF inference engine (D�orreand Dorna (1993); D�orre et al. (1995)). We explain the de�nition of the mainTransfer predicates used as transfer relation between signs of the source languageand a semantic representation of the target language. In this sense, this section isa kind of introduction to the implementation part following in the next sections.2.1 Preliminary RemarksIn general, we have used high-level ADTs for extracting syntactic information outof a sign (like intrans_syn/2 or prep_syn/2, see below). The same holds for con-structing semantic structures (e.g., intransitive_verb_sem1/5 or prep_sem1/3,see below). We mention this because a lot of access/construction predicates weredesigned and/or implemented by the Transfer group which are now integrated inthe Semantic Construction part and documented there. E.g., the splitting into thethree layers of lexical construction/access macros was originally developed within aTransfer prerelease. Furthermore, the inauguration of di�erent and unique semanticpredicate names for the one and the same lexeme according to di�erent semanticanalyses and therefore di�erent semantic structures was motivated and forced bythe Transfer group.1For building an index over the Transfer rules it was necessary to use atomicpredicate names (lemmata). These predicate names served as an interface to Se-mantic Analysis, Transfer and Generation because they allow for a direct access tothe semantic part of a lexeme. We assumed di�erent predicate names for di�erentmeanings and therefore di�erent semantic structures to get unambiguous results.1Unfortunately, the semantic lexicon was build on base of lexemes and not on semantic pred-icates. Hence, no explicit mapping between lexemes (as part of the morpho-syntactical lexicon)and semantic predicates (as part of the semantic lexicon) was de�ned.
6



Michael Dorna2.2 The Predicate tau/2The main predicate tau/22 de�ning the transfer relation between signs of the sourcelanguage and a semantic representation of the target language has the following typedeclaration:@tau(sign,list) => sem_t.The list argument of tau/2 was used for percolating semantic arguments of somesource language predicate to the target language counterpart of another sourcelanguage predicate not incorporating this argument in its argument frame, i.e. forrestructuring or also known as structural transfer (see, e.g., the zu1 example insection 4.2.2). We do not further describe this argument here.The output of semantic analysis in the Verbmobil implementation was a list ofsigns. Furthermore, the arguments of a predicate as well as of a modi�er were givenas a list of signs. Hence we de�ned the predicate taus/1 operating on these lists.Each of the sign elements will be translated by tau/2 into one target semantic.@taus(list) => list.taus([]) => [].taus([#F|#R]) => [tau(#F, [])|taus(#R)].The set of transfer rules can be partioned into the set of recursive rules fordecomposing the source DRS called tau/2, and those rules called tau_lex/{2,5}de�ning lexical rules.The de�nition of recursive transfer rules merely based on a recursion on thesource DRS for decomposing semantic parts seems to be di�cult. This is becausethere exists no link from the conditions set to a construction history which reectsthe parts belonging to one lexical or phrasal semantic unit which was composedwith the parts of the other units.Therefore we prefered an approach which uses the transfer rules to recurse alongthe hierarchical structure of the phrasal skeleton of the source sign using the se-mantic projection line. The de�nition of semantic heads is given by the de�nition ofthe Semantics Principle of the HPSG grammar. The recursion along the semantichead projection bottoms out if a tree label carrying lexical information (hence oftype word_s) is reached. In this case the predicate tau_lex/2 (see below) is called:tau(word_s & #Sign, #Args) => tau_lex(#Sign, #Args).If the source sign is a phrasal one (of type phrase_s), we have to distinguish be-tween di�erent cases for �nding the semantic head projection depending on the localconstituent structure. We can distinguish the structures which are head argumentstructures (of type head_comp_struc) and those which are not.1. The non-head argument structures can be divided into those which make adistinction between the syntactic and semantic head and those which do not.2Because of the functional writing of relations in STUF-III we write the predicate R(X,Y) ofarity 2 as unary one R(X) & Y with the implicit argument Y, the \result" argument. For a predicatePred with arity Arity we write Pred/Arity according to functional writing, i.e. we would writeR/1 for the relation above. 7



Michael Dorna(a) Adjuncts are semantic functors, hence the recursion follows the adjunct'sdaughter which is the value of the feature adj_dtr. For topicalizedadjuncts in head topic structures (of type head_topic_struc) and inthe head possessive genitive structures (of type head_possgen_struc)the recursion leaves the syntactic head projection, too, following thevalue of top_dtr and pg_dtr, respectively.tau(phrase_s &dtrs:(head_adj_struc &adj_dtr: #SemHead), #Args) => tau(#SemHead, #Args).tau(phrase_s &dtrs:(head_topic_struc &top_dtr: #SemHead), #Args) => tau(#SemHead, #Args).tau(phrase_s &dtrs:(head_possgen_struc &pg_dtr: #SemHead), #Args) => tau(#SemHead, #Args).(b) For all the other non head argument structures (head �ller and head con-juncts structures with types head_filler_strucand head_conjs_struc,respectively) the semantic head is the same as the syntactic head (thevalue of h_dtr).tau(phrase_s &dtrs:((head_filler_struc ; head_conjs_struc) &h_dtr: #SemHead), #Args) => tau(#SemHead, #Args).2. In case of head argument structures we have to distinguish between severalcases as well because of the verb movement analysis for German in the Verb-mobil syntax.(a) In case of a syntactic head in verb �rst or second position (type word_s,sent_type(v1;v2) and no trace, i.e. phon:cons3), i.e. the verb wasmoved from its base position, we have to recurse along the semanticprojection via the complement to make sure to �nd possible adjuncts inthe Mittelfeld in front of the �nite verb trace.tau(phrase_s &dtrs:(head_comp_struc &h_dtr: (word_s &phon:cons &sent_type(v1;v2)) &c_dtrs: [#SemHead]), #Args) => tau(#SemHead, #Args)(b) In all other cases the semantic and the syntactic heads are the same asone would expect for a standard Semantics Principle of HPSG.i. Verb Final Position (sent_type(v3)):3The feature term phon:cons is logically equivalent to phon: ~ [] with negation operator ~ andthe empty list [].
8



Michael Dornatau(phrase_s &dtrs: (head_comp_struc &h_dtr: (word_s &#SemHead &phon:cons &sent_type(v3))),#Args) => tau(#SemHead, #Args).ii. Non-verbal Lexical Head (category(~verb) and phon:cons):tau(phrase_s &dtrs: (head_comp_struc &h_dtr: (word_s &#SemHead &phon:cons &category(~verb))),#Args) => tau(#SemHead, #Args).iii. Phrasal Projection (type phrase_s):tau(phrase_s &dtrs: (head_comp_struc &h_dtr: (phrase_s &#SemHead)),#Args) => tau(#SemHead, #Args).iv. Trace (phon:[]):tau(phrase_s &dtrs: (head_comp_struc &h_dtr: (word_s &#SemHead &phon:[])),#Args) => tau(#SemHead, #Args).In the Verbmobil semantic construction there are two special cases of semanticrepresentation, namely time structures (of type time_struc) and spelling struc-tures (of type spell_struc). In these structures the semantic head information isdirectly mapped to the maximal phrase projection because of the non-compositionalsemantic treatment within this constituent, hence we can stop the recursion there.tau(phrase_s &#SemHead &dtrs:time_struc, #Args) => tau_lex(#Sign, #Args).tau(phrase_s &#SemHead &dtrs:spell_struc, #Args) => tau_lex(#Sign, #Args).Obviously, with the tau/2 predicate de�ned above we can traverse the phrasalstructure of a sign to get to the semantic head of it. At this point the tau_lexrelation de�ned in the following plays an important rôle.
9



Michael Dorna2.3 The Predicates tau lex/f2,5g and sem lex/2On the one hand, tau_lex determines for a given lexical target sign a { not necessar-ily lexical { target DRS representation. On the other, it triggers the recursion withthe arguments of the semantic predicate or the functor. In the easiest case we canrelate a unique predicate name of the source and the target language, respectively,and additionally formulate local and/or global contextual conditions restricting theapplication of a rule. We will limit the following description mainly to this case forpresentation purposes.@tau_lex(sign,list) => sign.tau_lex(pred_name(#SourcePred)&#Sign,#Args) =>tau_lex(#SourcePred,#TargetPred,#SemArgs,#Args,#Sign) &sem_lex(#TargetPred,#SemArgs).The predicate tau_lex/2 extracts the predicate name of the source sign withthe ADT pred_name/1. The source predicate name is the �rst argument of thetau_lex/5 predicate which de�nes the substantial part of lexical transfer rules.Using tau_lex/5 successfully instantiates the target predicate name in the secondand the target predicate's arguments in the third argument. Furthermore it triggersthe target language semantic construction by calling sem_lex/2.In the following sections there are a lot of examples de�ning tau_lex/5 andsem_lex/2 clauses. E.g. the following example was taken from the transfer of verbs(see section 4 for further explanation).tau_lex(fahren,go,[tau_tense(#Tense),tau(#S)], [],intrans_syn(#S,#Tense)) => sem_t.sem_lex(go,#Args) =>intransitive_verb_sem1(go,dynamisch_c,agent_rel,person_c,#Args).2.4 The Predicates tau prep/4 and tau pred/3There was a special case of conceptual transfer for prepositions we want to mentionhere. It was triggered by the following tau_lex/2 clause:tau_lex(category(prep) & #Sign, #Args) =>tau_lex(prep_pred,#TargetPred,#SemArgs,#Args,#Sign) &sem_lex(#TargetPred,#SemArgs).The corresponding tau_lex/5 clause wastau_lex(prep_pred,#TargetPred,[#ConcRel,tau(#VP,#Args),tau(#NP)&pred_sort(#NPSort)],#Args, 10



Michael Dornaprep_syn(#VP&pred_sort(#ExtSort),#NP&pred_sort(#IntSort)) &sem:prep_sem1(#SourcePred,#ConcRel,_) &tau_prep(#SourcePred,#ConcRel,#ExtSort,#IntSort)) =>tau_pred(#ConcRel,#TargetPred,#NPSort).tau_prep/4 determines a conceptual relation (#ConcRel) based on a semanticpredicate's name an the semantic sort restrictions of the internal and external argu-ments of a preposition. On the other hand, tau_pred/3 uses the sort of the internalargument of the target semantic (#NPSort) and the named conceptual relation todetermine the target predicate.Since indexing does not work these concepts de�ned in type hierarchies it wouldhave been better for e�ciency reasons to partially evaluate all tau_prep/4 andtau_pred/3 rules into di�erent tau_lex/5 rules.
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Chapter 3The Transfer of NounsNouns are the least problematic noun category in the Verbmobil translation system.Translation ambiguities within the narrow domain of scheduling of appointmentsare rare. Problems mainly arise with the words Termin and Essen.3.1 Rigid NounsRigid nouns are translated according to the semantic predicate which is assignedto them by the semantic construction (e.g. dofw for a name of a weekday). Thesemantic predicate functions as an interlingua predicate and contains an additionalvalue slot (e.g. which particular day of the week is meant). The value slot isnot translated at all; it is just handed over to generation. The transfer rules forthe semantic predicate is trivial since it uses the same technical predicate for bothGerman and English, namely rigid_noun_pred. The subgoal tau_rigid_rigid isused to pass on the rigid noun predicate, the rigid noun value slot and its sort.tau_lex(rigid_noun_pred,rigid_noun_pred,[],[],#SourceSign) =>tau_rigid_rigid(#SourceSign).3.2 Common NounsCommon nouns were the one noun category which contained ambiguous words.Unambiguous common nouns are translated by the simple rule pattern exempli�edhere for the German word B�uro. The semantic predicate buero is just replaced bythe English predicate o�ce.tau_lex(buero,office,[],[],#SourceSign) => tau_nn_nn(#SourceSign).Disambiguation of ambiguous nouns is accomplished using sortal restrictions.The noun Termin has three possible English translations within the Verbmobildomain: date, appointment and slot. Which one has to be chosen depends on theembedding verb. If the German verb ausmachen is translated to make, then Terminhas to be translated by appointment. If �x is chosen instead as the translation ofausmachen, the correct translation of Termin is date.12



Helmut SchmidThree disjunct sorts from the sort hierarchy were assigned to the di�erent trans-lation possibilities. The relevant part of the sort hierarchy is:temporal_c = zeit_c || situation_c.zeit_c = zeit_punkt_c || zeit_intervall_c.zeit_intervall_c = tageszeit_c || zeit_periode_c || monate_c || tage_c ||saison_c || feiertag_periode_c || tage_periode_c.situation_c = mental_sit_c || funkt_sit_c || kommunikat_sit_c ||termin_sched_sit_c || termin_fix_sit_c || beweg_sit_c ||rest_sit_c.veranstaltung_c < funkt_sit_c.The possible sorts assigned to Termin are veranstaltung c, zeit punkt c andzeit periode c. The transfer rules for Termin check to which sort the discoursereferent belongs. If it belongs to sort zeit punkt c e.g., Termin is translated intodate.tau_lex(termin,appointment, [],[],pred_sort(subsumes(veranstaltung_c))) => sem_t.tau_lex(termin,date, [],[],pred_sort(subsumes(zeit_punkt_c))) => sem_t.tau_lex(termin,appointment_slot,[],[],pred_sort(subsumes(zeit_periode_c))) => sem_t.Additionally, the transfer rules for all words which take the word Termin asan argument must specify the sort of their argument in order to disambiguateits translation. Hence, the disambiguation of the argument is a side e�ect of thetranslation of the predicate.tau_lex(ausmachen, arrange,[tau_tense(#Tense), tau(#S), tau(#O)], [],trans_syn(#S, #O &sem:cond_sem(basic_cond(termin,marker,[])) &pred_sort(veranstaltung_c),#Tense)) => sem_t.tau_lex(frei, free, [tau(#VP,#Args)], #Args,adv_syn( #VP &sem:cond_sem(basic_cond(haben1,marker,list)) &pred_args([##,sem:cond_sem(basic_cond(termin,marker,list)) &pred_sort(zeit_periode_c)]))) => sem_t.3.3 Relational NounsThe groups of the relational nouns contains Anfang, Ende, Mitte and H�alfte. Theirpredicate is translated exactly like common nouns. They di�er from common nouns,in that they subcategorize for an optional genitive argument, which needs to betranslated recursively by means of the subgoal tau_rn_rn.tau_lex(anfang,beginning,#Tau,[],#SourceSign) => tau_rn_rn(#SourceSign,#Tau).The subgoal tau_rn_rn extracts the predicate arguments, i.e. only the genitiveargument and constructs the semantic argument list which comprises the externalsort of the relational noun, of_rel (the genitive case role), the sort of the argumentand the recursive translation of the argument. 13



Helmut Schmidtau_rn_rn(pred_args(#Args) &category(~modifier) &sem:cond_sem(basic_cond(atom,sort:#Sort,[arg:sort:#ArgSort])),[#Sort,of_rel,#ArgSort|taus(#Args)]) => sem_t.3.4 Proper NamesTranslation of proper names was unproblematic since they were all unambiguous.The corresponding transfer rule, therefore, just maps the interlingual semantic pred-icate to the English one:tau_lex(propername,propername,[],[],#SourceSign) => tau_ne_ne(#SourceSign).The subgoal tau_ne_nemake use of a translation table for mapping the Germanproper names into to the corresponding English ones.
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Michael Schiehlen3.5 PronounsThis section will give a short overview of the way pronoun translation was handledin the MDS.� Pronouns were already recognized and classi�ed in Semantic Constructionmainly on the basis of syntactic information.� Semantic Evaluation of the MDS could not resolve anaphora.� Therefore Transfer passed the structures it got from Semantic Constructionon to Generation.While the practical implementation is not particularly exciting from a researchperspective, some theoretical work was devoted to the question which componentshould be responsible for triggering anaphora resolution (Eberle et al. 1994). Tomake a long discussion short, from our point of view anaphora involves so muchgenuinely syntactic information (like gender) that the Transfer Component, whichshould not have detailed knowledge about the target language, is unable to do thejob. In view of the prototype we think that the problems of anaphora resolutionshould be settled in close interaction between Semantic Construction, SemanticEvaluation and Generation, but that Transfer will not have much to say about it.First we list the classes of pronouns provided by Semantic Construction.Macro Type Pred Examplesdeictic pronoun std speaker ichdeictic pronoun reexive speaker mir,michdeictic pronoun std hearer du,dir,dich,ihr,sie,ihnendeictic pronoun reexive hearer dir,dich,euchdeictic pronoun std speaker hearer wirdeictic pronoun reexive speaker hearer unspronoun demonstr der,etc.; derjenige,etc.pronoun demonstr loc near pred dieser,etc.pronoun demonstr loc far pred jener,etc.pronoun comp derselbe,etc.pronoun anaphor er,sie,es,ihm,ihn,ihr,ihnen,manpronoun reexive sich,selbst,selberellipsis pronoun event type das,esuni pronoun no something pred nichtsuni pronoun no person pred niemand,etc.uni pronoun every something pred alles,allemexist pronoun something pred (et)wasexist pronoun person pred jemand,etc.expletive pronoun reexive sich,mich,unsWhile the treatment of pronouns in the MDS may not be too upsetting it is insome respect rather instructive. We tried out two methods of transferring \inter-lingual" information, as constituted by the semantic analysis of pronouns.
15



Michael Schiehlen� One method was to have one transfer hook per semantic macro. The informa-tion needed for further classi�cation then had to be retrieved by calling someinterface predicates.tau_lex(pronoun,pronoun,[#Marker,#AlfaType],[],sem:cond_sem(alfa_cond(#Marker,#AlfaType,[]))) => sem_t.� In another case we speci�ed a di�erent transfer hook for each pronoun class.So we could directly create the semantic contribution to the target DRStau_lex(alles ,alles ,[],[],sem:##) => ##.
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Michael Schiehlen3.6 DeterminersThe transfer treatment of determiners in the MDS was again quite plain. We simplytook over the classi�cation proposed by Semantic Construction.Macro Type Pred Examplesexist det andere,etc.;ein,etc.;einige,etc.;etliche,etc.ref det anaphor der,etc.ref det demonstr derjenige,etc.ref det comp derselbe,etc.ref det demonstr loc near pred dieser,etc.ref det demonstr loc far pred jener,etc.uni det all alle,etc.uni det every jeder,etc.;saemtliche,etc.uni det no kein,etc.uni det many viele,etc.uni det some mehrere,etc.uni det few wenige,etc.uni det wh welche,etc.poss det speaker/ind mein,etc.poss det hearer/ind dein,etc.;ihr,etc.poss det hearer/coll ihr,etc.;euer,etc.poss det []/ind sein,etc.;ihr,etc.poss det []/coll ihr,etc.poss det speaker hearer/coll unser,etc.All the features were �rst peeled out of the German structure and then transmittedto the target semantic lexicon. In line with the general head-driven approach, thedeterminers trigger transfer of the noun they occur on. A slight complication arosefrom the treatment of NP to PP raising in Semantic Construction.Ich komme diesen Dienstag.These raising rules were modelled in the lexical semantics of the (referential) de-terminers. Correspondingly Transfer introduced new hooks that allowed a smoothconstruction on the target side. For raised referential determiners we had to callthe English Semantic lexicon twice: once for the referential determiner, and oncefor the NP to PP raising.
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Chapter 4The Transfer of Verbs4.1 General RemarksFor the Verbmobil demonstrator, we adopted a sign-based transfer approach. Thismeant that lexical rules were used to translate lexical verbal heads. Based on thepredicate name of a verb (pred name), a lexical transfer rule establishes a transferrelation (tau lex) between the corresponding lexical sign of the source and the targetpredicate.The tau lex-relation determines the translation of the lexical signs. It also re-cursively de�nes the local constraints for the application of a given relation bydetermining the valency patterns as well as the sortal constraints on verb argu-ments to di�erentiate between readings. Other context conditions can be stated aswell as can be seen in the examples below. Verb readings which do not clearly �tin the VM domain have not been accounted for. The general format of basic lexicaltransfer rules for verbs is illustrated below:tau_lex(#SourcePred,#TargetPred,#SemArgs,#Args,#SourceSign) => sem_t.with the �rst argument being the source predicate name, the second argument be-ing the goal predicate name, the third argument being a list of the semantic goalarguments, the fourth argument being a list of arguments passed down the tree (cf.some examples below), and the �fth argument being the entire source sign.1Part of the transfer work also consisted in determining the lexicon entries forthe English semantic construction. The predicates of the target language semanticconstruction lexicon are represented by semantic macros. They correspond to thoseused in the source language (sl) semantic dictionary. Once again, the mappingis based on the predicate name of a given verb, which is considered as commonlyde�ned access predicate between the analysis, transfer, and generation modules.2Below, the general format of the entries of the target language (tl) semantic lexicon1The complete number of transfer rules for lexical verbal heads is listed in the �le tau verb.stufof the rule documentation available at the IMS, University of Stuttgart.2The lexicon entries are listed in the �le e sem lex verb.stuf of the complete IMS ruledocumentation.
18



Sabine Reinhard and Rita N�ubelpredicates is illustrated for intransitive, transitive, and ditransitive verbs:a. Intransitive verbssem_lex(#TargetPred, #Args) =>intransitive_verb_sem1(#PredName, #Sort, #SubjRole,#SubjSort, #Args).b. Transitive verbssem_lex(#TargetPred, #Args) =>transitive_verb_sem1(#PredName, #Sort, #SubjRole,#SubjSort, #ORole, #ObjSort, #Args).c. Ditransitive verbssem_lex(#TargetPred, #Args) =>ditransitive_verb_sem1(#PredName, #Sort, #SubjRole,#SubjSort, #ObjRole, #ObjSort, #Obj2Role,#Obj2Sort, #Args).In the following, examples for the treatment of main verbs, copula, and modal verbsin the mds will be given.4.2 Main VerbsIn this section examples for simple transfer rules will be presented, followed bythe illustration of more complex transfer statements. For each example, �rst thetransfer rule is given and then the corresponding entry in the English semanticlexicon. Under the heading 'Context' the conditions to be ful�lled to trigger therespective rules are stated. They are followed by an example from the Verbmobildialogues.34.2.1 Standard CasesHere we give simple transfer rules for intransitive, transitive, and ditransitive verbs.These consist of a simple mapping between the source predicate's argument struc-ture and the target predicate's argument structure.1. Intransitive Verbs� fahrenRule:tau_lex(fahren,go,[tau_tense(#Tense),tau(#S)], [],intrans_syn(#S,#Tense)) => sem_t.3The numbering of the dialogues refers to the original reference numbers. (These were changedin December 1994). 19



Sabine Reinhard and Rita N�ubelsem_lex(go,#Args) =>intransitive_verb_sem1(go,dynamisch_c,agent_rel,person_c,#Args).Context:intransitive fahren with agent.Example:X f�ahrt  ! X goesDD3:05: Ich wollte am Samstag den siebzehnten Juli in Urlaubfahren.ED3:05: I wanted to go on vacation on Saturday the seventeenth.2. Transitive Verbs� erledigenRule:tau_lex(erledigen, settle,[tau_tense(#Tense), tau(#S), tau(#O)], [],trans_syn(#S, #O, #Tense)) => sem_t.sem_lex(settle, #Args) =>transitive_verb_sem1(settle,dynamisch_c & funkt_sit_c,agent_rel,person_c,theme_rel,entitaet_c,#Args).Context:transitive erledigen with agent and theme.Example:X erledigt Y  ! X settles YDX4:18: Ich dachte, das w�are in einer halben Stunde erledigt.EX4:18: I thought that could be settled within half an hour.3. Ditransitive Verbs� legenRule:tau_lex(legen, schedule_for,[tau_tense(#Tense), tau(#S), tau(#O), tau(#O2)], [],ditrans_syn(#S, #O, #O2, #Tense)) => sem_t.sem_lex(schedule_for,#Args) =>ditransitive_verb_sem1(schedule_for,dynamisch_c,agent_rel,person_c,theme_rel,temporal_c,for_rel,temporal_c,#Args).20



Sabine Reinhard and Rita N�ubelContext:ditransitive legen with agent, theme, and goal.Example:X legt Y auf Z  ! X schedules Y for ZDD3:12: K�onnten wir das vielleicht auf den Vormittag legen.ED3:12: Could we perhaps schedule that for the morning.4.2.2 Special CasesSo far, we have shown simple transfer cases where no supplementary conditionshave to be ful�lled to trigger the respective transfer rule. However, in the Verbmo-bil dialogues a wide range of more problematic transfer cases occurred which hadto be dealt with in the mds; we give a small number below.4� ausmachenRule:tau_lex(ausmachen, arrange,[tau_tense(#Tense), tau(#S), tau(#O)], [ ],trans_syn(#S, #O & pred_name(termin)) &pred_sort(veranstaltung_c),#Tense)) => sem_t.sem_lex(arrange,#Args) =>transitive_verb_sem1(arrange,dynamisch_c,agent_rel,person_c,theme_rel,temporal_c,#Args).Context:transitive ausmachen with theme not equal to (zeit punkt c, zeit periode c,object c).Example:X macht Y aus  ! X arranges YDD1:1: Ja, prima, dann lassen Sie uns doch noch einen Terminausmachen.ED1:1: Yes, �ne, then let's arrange an appointment.In order to account for selectional restrictions, the semantic access predicate pred sorthas been provided. In the slightly simpli�ed rule given above the sortal restrictionveranstaltung c will trigger the correct translation of Termin as appointment andnot as date or appointment-slot, cf. the corresponding transfer rules for Terminbelow.Rule:4For a more complete description see Reinhard (1995). 21



Sabine Reinhard and Rita N�ubeltau_lex(termin,appointment,[],[],pred_sort(subsumes(veranstaltung_c))& #SourceSign)=> tau_nn_nn(#SourceSign).tau_lex(termin,date,[],[],pred_sort(subsumes(zeit_punkt_c))& #SourceSign)=> tau_nn_nn(#SourceSign).tau_lex(termin,appointment_slot,[],[],pred_sort(subsumes(zeit_periode_c))& #SourceSign)=> tau_nn_nn(#SourceSign).Thus, a mutual disambiguation between the verb and one of its arguments takesplace, since the verb itself also has multiple translations, e.g. arrange for or switcho�, etc.� einfallenRule:tau_lex(einfallen, remember,[tau_tense(#Tense), tau(#O), tau(#S)], [],trans_syn(#S, #O, #Tense)) => sem_t.lex(fallen) =>transitive_prefix_verb_sem(ein,einfallen,dynamisch_c&mental_sit_c,theme_rel,entitaet_c,experiencer_rel,person_c).sem_lex(remember,#Args) =>transitive_verb_sem1(remember,statisch_c,experiencer_rel,person_c,theme_rel,entitaet_c,#Args).Context:transitive einfallen with switched experiencer and theme arguments.Example:X f�allt Y ein  ! Y remembers XDD3:16: ach da f�allt mir was ein - zu der Zeit muss ich zumZahnarzt.ED3:16: oh, I remember something - at that time I have to go tothe dentist's.The translation of einfallen involves the treatment of a thematic divergence, i.e.the theme which is the subject in German has to be realized as the object in En-glish. This argument diathesis is shown in the rule above. Here also the entry of theGerman semantic lexicon is given to show how seperable pre�x verbs are dealt with.
22



Sabine Reinhard and Rita N�ubel� tre�enRule:tau_lex(treffen1,meet1,[tau_tense(#Tense),tau(#S)],[],trans_syn(#S & deictic_pronoun(std) & sem:number_sem(collective),deictic_pronoun(reflexive) & sem:number_sem(collective),#Tense)) => sem_t.sem_lex(meet1,#Args) =>intransitive_verb_sem1(meet1,dynamisch_c,agent_rel,person_c,#Args).tau_lex(treffen1,meet,[tau_tense(#Tense),tau(#S),tau(#O)],[],trans_syn(#S,#O & (deictic_pronoun(~reflexive);pred_name(~deictic_pronoun)),#Tense)) => sem_t.sem_lex(meet,#Args) =>transitive_verb_sem1(meet,dynamisch_c,agent_rel,person_c,theme_rel,entitaet_c,#Args).Context:transitive tre�en with x(plural) and REFL(plural).Example:X tre�en Y  ! XandY meetDREF:028: wir tre�en uns dann in der Eingangshalle des Czer-czinsky mit den Unterlagen.ED3:16: we will meet in the lobby of the Czerczinsky with the pa-pers.Two rules for the translation of tre�en had to be implemented. This is due to thefact that tre�en can either be translated with monovalent meet1, in case the �rstargument position is taken by a plural deictic pronoun and the second by a pluralreexive pronoun, or it can be translated by bivalent meet when there are di�erentreferents for the subject and object positions respectively.� kommenRule:tau_lex(kommen, come,[tau_tense(#Tense), tau(#S)], [],intrans_syn(#S, #Tense)) => sem_t.sem_lex(come,#Args) => 23



Sabine Reinhard and Rita N�ubelintransitive_verb_sem1(come,dynamisch_c,agent_rel,person_c,#Args).tau_lex(whq_adv,whq_adv,[#WhqType,tau(#Mod,[get1|#Args])],#Args,phon:[wie] &mod([#Mod&sem:#ModSem&pred_name(kommen)]) &sem:whq_adv_sem1(#WhqType,[#ModSem])) => sem_t.tau_lex(kommen, get1,[tau_tense(#Tense), tau(#S)], [get1],intrans_syn(#S, #Tense)) => sem_t.sem_lex(get1,#Args) =>intransitive_verb_sem1(get1,dynamisch_c,agent_rel,person_c,#Args).Context:intransitive kommen as get in context of wie.Example:X kommt vs. Wie kommt X to Y?  ! X comes vs. How does Xget to Y?DD3:22: ich komme dann Freitag um elf.ED3:22: I'll come on Friday at eleven.DD2:9: wenn Sie mir noch kurz erkl�aren, wie ich zu Ihnen komme.ED2:9: if you could just briey explain how I get to your place.For kommen two slightly di�erent readings have to be distinguished, since they yieldtwo di�erent translations. The �rst translation is the simple case where kommenis translated by come (compare the �rst tau lex rule above). In the second case,kommen is translated with get in the context of a wh-question, here wie; (see thesecond and third transfer rule above). Note the use of the list on the fourth argu-ment position to percolate an argument (here wie) down the tree, as mentioned inthe beginning.This example is quite complex since it requires yet another transfer rule toaccount for the restructuring needed for the correct translation of zu Ihnen intoto your place and not into to you. Thus the personal pronoun has to be mappedonto a possessive pronoun modifying a noun. The corresponding rule is given below:Rule:tau_lex(zu2, to,[##, tau(#VP,#Args),poss_det_sem1(of3, of_rel, #Sort,#DiscRole,#SemNum,[common_noun_sem1(place,dm_sort)])], #Args,sem:cond_sem(basic_cond(kommen,marker,list)) &prep_syn(#VP,sem:number_sem(#SemNum) & 24



Sabine Reinhard and Rita N�ubeldeictic_pronoun_sem(std;reflexive,#DiscRole,#Sort)))=> sem_t.� in Frage kommenRule:tau_lex(kommen_in_frage, be1,[tau_tense(#Tense),sem_lex(possible,[pp2np(sem_lex(for,[for_rel,#O])), tau(#S)])], [#O],intrans_syn(#S, #Tense)) => sem_t.sem_lex(be1,#Args) =>copula_verb_sem1(be1,#Args).lex(kommt) =>intransitive_prefix_verb_sem(in_frage,kommen_in_frage,statisch_c&mental_sit_c,theme_rel,entitaet_c).Context:svc in Frage kommen as svc.Example:X kommt in Frage (bei Y)  ! X is possible (for Y)DRef:DE011: als Ausweichm�oglichkeit bei mir kommt wieder inFrage zwischen dem f�unfzehnten und neunzehnten.ERef:DE011: as an alternative, between the �fteenth and the nine-teenth is possible for me.Here, as well as in the next example einen Vorschlag machen, we show the trans-lation of German support verb constructions (svcs). Their translation can yielddi�erent target structures depending on various conditions, see also Winhart (1995).A svc can be lexicalized and thus have a proper entry in the transfer lexiconsince it represents one single translational unit. Or the svc is not lexicalized andthus a compositional translation of the respective parts results. An example of the�rst type is the idiomatic in Frage kommen. In the source semantic lexicon, inFrage is encoded as a separable pre�x of machen2 because it is a non-modi�ableconstituent of the svc, compare the entry above. The translation will yield a cop-ula construction, see the transfer rule above. In the translation of the phrase derFreitag kommt bei mir in Frage, the adjunct is passed down the tree and insertedinto the dimension condition supplied by the adjective.� einen Vorschlag machenRule:tau_lex(machen2, make2,[tau_tense(#Tense), tau(#S), 25



Sabine Reinhard and Rita N�ubeltau(#O)& cond_sem(basic_cond(suggestion,marker,[]))], [],trans_syn(#S, #O, #Tense)) => sem_t.tau_lex(machen2, suggest,[tau_tense(#Tense), tau(#S), tau(#O) &cond_sem(basic_cond(date,marker,[]))], [],trans_syn(#S, #O &sem:cond_sem(basic_cond(terminvorschlag,marker,[])),#Tense)) => sem_t.sem_lex(make2,#Args) =>transitive_verb_sem1(make2,statisch_c,agent_rel,person_c,theme_rel,entitaet_c,#Args).tau_lex(machen1, do,[tau_tense(#Tense), tau(#S), tau(#O)], [],trans_syn(#S, #O, #Tense)) => sem_t.sem_lex(make1,#Args) =>transitive_verb_sem1(make1,dynamisch_c,agent_rel,person_c,theme_rel,entitaet_c,#Args).Context:SVC (Termin-)Vorschlag machen verbalized or as SVC.Example:X macht einen Vorschlag vs. einen anderen Terminvorschlag  !X makes a suggestion vs. X suggests another date.DD10:10: machen Sie mir doch mal ein' Vorschlag bitte.ED10:10: then why don't you make a suggestion please.DD3:17: k�onnen Sie noch einen anderen Terminvorschlag machen.ED3:17: can you suggest another date.In contrast, einen Vorschlag machen is an example of a non-lexical svc since thenominal part can be modi�ed in various ways. The unmodi�ed version is realizedas a svc, i.e. make a suggestion, also in English, cf. the �rst rule above. In case ofa compound noun with a deverbal second constituent, the svc can't be translatedwith an English svc but with its verbalized form. The incorporated object ofthe compound noun then takes the object position in the target language. Ascompounds couldn't be treated compositionally for the mds, the target object hadto be introduced into the transfer rule directly, see above. To capture the di�erencebetween machen in a SVC such as einen Vorschlag machen and machen in eineGesch�aftsreise machen, there are two di�erent lexical entries for static machen2 anddynamic machen1 and the English equivalents make2 and make1, cf. the entriesabove.
26



Sabine Reinhard and Rita N�ubel4.3 CopulaFor the treatment of copula, the predicative and the equality reading have to bedistinguished.� seinExamples of the predicative reading of the copula sein which occurred in the Verb-mobil dialogues are schlecht sein, da sein, okay sein. These are translated compo-sitionally and covered by the following transfer rule.Rule:tau_lex(sein1,be1,[tau_tense(#Tense),tau(#O)],[],trans_syn(#S,#O & mod([#S]),#Tense)) => sem_t.Example:X ist schlecht  ! X is badDD6:10: Sechzehn Uhr dreissig ist nicht schlecht.ED6:10: Four-thirty is not bad.If these phrases take an additional pp complement in argument position, the con-struction is analyzed as a ditransitive copula, which is covered by the transfer rulebelow:Rule:tau_lex(sein1,be1,[tau_tense(#Tense),tau(#Adj)],[],ditrans_syn(##,##,#Adj,#Tense)) => sem_t.Example:X ist schlecht bei/f�ur Y  ! X is bad for YDD6:05: Das ist bei mir schlecht.ED6:05: That is somewhat bad for me.� lieber seinRule:tau_lex(sein1, prefer,[tau_tense(#Tense), tau(#O), tau(#S)], [],ditrans_syn(#S, #O, ad_dimen_sem(lieb1,dimen_val), #Tense))=> sem_t.Context:copula construction lieber sein as main verb plus head switchingplus thematic divergence.Example: 27



B�arbel RipplingerX ist Y lieber  ! Y prefers XDD3:10: Mir w�are Donnerstag der achte Juli eigentlich lieber.ED3:10: I would actually prefer the eighth of July.The translation of the source language copula construction lieber sein constitutesa particular case since it is translated with a transitive main verb. The categorychange is combined with head switching plus a thematic divergence between subjectand object arguments. The transfer relation thus has to account for these divergen-cies.In contrast to the predicative reading, the equality reading of copula sein has anoun complement instead of an adjectival one. The transfer rule below shows thetreatment of these cases in the mds.Rule:tau_lex(sein1,be1,[tau_tense(#Tense),tau(#S),tau(#O)],[],trans_syn(#S,#O & np_syn,#Tense)) => sem_t.Example:X ist Y  ! X is YDRef:23: Ist Allerheiligen nicht ein Feiertag bei Ihnen?ERef:23: Isn't All Saints' Day a holiday for you?� werdenThe copula werden has been analyzed as a ditransitive verb when it takes a predica-tive ap complement and a pp complement in argument position, cf. the second rulebelow. The tau-relation is speci�ed for the predicative complement only; subjectand modi�er position are shared due to the semantic analysis. The �rst rule is forcopula werden taking a predicative ap complement only.Rule:tau_lex(werden1,be1,[tau_tense(#Tense),tau(#O)],[],trans_syn(##,#O,#Tense)) => sem_t.tau_lex(werden1, be1,[tau_tense(#Tense),tau(#Adj)], [],ditrans_syn(##,##,#Adj,#Tense)) => sem_t.sem_lex(be1, #Args) =>copula_verb_sem1(be1,#Args).Context:Ditransitive werden with ap and pp complement.Example:X knapp/eng (Y) werden bei/f�ur Z  ! X be tight (Y) for Z.DD1:14: Das wird etwas knapp bei mir.ED1:14: That will be a bit too tight for me.
28



B�arbel Ripplinger4.4 Modal VerbsModals are mainly used to indicate the speaker's attitude towards what he/she issaying, or when the speaker is concerned about the e�ect of what he/she is sayingon the person he/she is speaking or writing to. As modals are the following verbsclassi�ed by Semantic Construction:d�urfen, m�ussen, sollen, k�onnen, wollen.The modality as it is treated in the mds quali�es the propositional content of anutterance only along the lines of necessity and possibility. As the general rule belowshows the structure of the source language modal predicate is directly mapped ontothe target language predicate.tau_modal(#Pred,[#Op,tau_tense(#Tense),tau(#VP,#Args)],#Args,modal_syn(#VP&sem:#VPSem,#Tense) &sem: modal_verb_sem1(#Pred,#Op,[#Tense,#VPSem])) => sem_t.The following example shows the transfer rule for k�onnen:Rule:tau_lex(koennen, can, [#Op, tau_tense(#Tense), tau(#VP)], [],modal_syn(#VP&sem:#VPSem, #Tense) &sem:modal_verb_sem1(koennen, #Op, [#Tense, #VPSem])) => sem_t.whereas the #Op = pos.Context:k�onnen i.e. to be possible(cf. the value of #Op above)Example:X kann Y tun  ! X can/could do YDD1:13: K�onnen wir uns dann nicht auf halb drei einigen.ED1:13: Can't we agree on half past two then.4.5 SubjunctiveSimilar to modality the use of subjunctive in our corpus has mainly the purpose toexpress politeness. The subjunctive introduces a possibility modality and is treatedlike modal verbs.4.6 PragmaticsAlthough we are dealing with spoken language the pragmatic aspects are not reallyconsidered in the demonstrator. The Semantic Evaluation component computes fora set of utterances the corresponding dialogue act. This information will then betransferred to Generation.This information can be taken to disambiguate some readings (cf. 4.7) and there-fore select the correct translation. The following shows an example in which waypragmatics can help to support the translation task. 29



B�arbel Ripplinger4.7 Dialogue VerbsIn the demonstrator corpus { the Blaubeuren Dialogues { there is a class of verbswhich function as dialogue control verbs, i.e. they are used to express/emphasis onthe speaker's attitude towards his/her utterance (like modality). To this class ofverbs belong denken, glauben, �nden, meinen, sehen etc. but also sagen, wissenetc. For a sample rule see the rule for meinen below.Rule:tau_lex(meinen1,think1,[tau_tense(#Tense), tau(#S), tau(#O)], [],trans_syn(#S, #O, #Tense)) => sem_t.Context:These verbs are classi�ed as \statisch" and \mental sit" or "kommu-nikat sit"; they are transitive and take a sentence complement as anobject.Examples:X prop attn verb Y, whereas Y is a sentenceDD3:19: Ich glaube das w�are bei mir auch in Ordnung?ED3:19: I think that would be all right with me too?DD3:14 Meinen Sie das reicht uns .ED3:14: Do you think that will be enough.DD1:09: Ich mu� sagen, mir w�ar's dann lieber, wenn wir die ganzeSache : : :ED1:09: I must say I'd prefer if we could move the whole thing : : :Besides their usage as dialogue verbs each verb of these class can also be usedas \normal" performative verb as already described in 4.2. The transfer rule doesnot change but the translation equivalent; for instance, meinen is then translatedto mean, glauben to believe etc.
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Chapter 5The Transfer of Adverbsand AdjectivesWe will discuss our approach to handle adverbs and adjectives in the Transfer mod-ule of MDS together, as these two word classes intuitively show similar semanticproperties. Most particles were included into the word class of adverbs.5.1 Preliminary Remarks on Adverbs and Adjec-tivesThe classi�cation of the word list of VerbMobil was based on part of speech dis-tinction, i.e. the lexemes were assigned the standard grammatical word classes1.Adverbs and adjectives were distributed into two word classes. Thus, two groupsof properties were necessary to characterize adverbs and adjectives with respect totheir di�erencies and with respect to their similarities:1. morpho-syntactic properties which reect the di�erence between adverbs andadjectives as parts of speech2. semantic properties which reect the relation between the semantic functionsof adverbs and the semantic functions of adjectivesSome distinguishing marks2 characterizing adverbs and adjectives with respectto the �rst group of properties are: a) adverbs are uninectional, whereas adjectivesare inectional (ex.(2.1a)); b) adverbs and adjectives can be assigned comparisondegrees (ex.(2.1b)); c) adverbs can apply to adjectives and verbs and build oneconstituent in the sentence structure (ex.(2.1c)), whereas adjectives only apply tonouns (ex.(2.1d)).(5.1) (a) Peter kommt fr�uh(adv). vs. das fr�uhe(adj) Tre�en1The standard grammatical subgroups of parts of speech are: verbs, nouns, adjectives, numer-als, pronouns, adverbs, prepositions, conjunctions, interjections, particles.2For an exhaustive discussion on the distinguishing marks with respect to the �rst group ofproperties see Ralf Steinberger (Steinberger (1994)).31



Mariana Damova(b) Fr�uher(adv,comp) war Peter gl�ucklicher(adj,comp).(c) Peter kommt(v) fr�uh(adv). vs. das wirklich(adv) fr�uhe(adj) Tre�en(d) das fr�uhe(adj) Tre�en(n)The distinguishing marks with respect to the second group of properties showthat adverbs' and adjectives' common structural property is that they apply todi�erent semantic entities and modify them in providing restrictive information fortheir interpretation. For example, the adverb fr�uh(adv) in (2.1a) applies to theevent described by the verb kommen and denotes its relative temporal location,whereas the adjective fr�uhe(adj) in (2.1a) applies to the individual refered to bythe noun Tre�en and speci�es one of its relevant parameters { relative temporallocation. Following the conception adopted by the Semantic Construction module,we de�ne adjectives and adverbs semantically as modi�ers.Adverbs and adjectives in VerbMobil are divided into subclasses after theirmeaning and their compositional properties, (see Dorna et al. (1994)). We adoptedthe subclassi�cation of adverbs provided by the Semantic Construction module ofVerbMobil:modal adverbs, focus adverbs, temporal adverbs, pronoun adverbs, intensi�ers,interrogative adverbs, negative adverbs, standard adverbs, discourse relationsdimensional adjectives, relational adjectives, rigid adjectives, adjectives in com-parision degrees (comparative, superlative), negative adjectiveA discussion of each of them takes place in the appropriate subsection below.We will discuss briey in the following how the Transfer module works, andsketch the task of treating modi�ers in it.5.2 Connection of Transfer Module with otherModules in MDSThe transfer is realized at level of PredNames3, where the tau rule uses the infor-mation of two semantic lexicons: a German one and an English one. The Germansemantic lexicon provides the relation between the German lexeme and the semanticinformation associated with it: (a) PredNames, and (b) semantic type of the adverb(ex.(2.2a)), whereas the English semantic lexicon contains the relation between thePredNames, their arguments, and the semantic type of the adverb (ex.(2.2b)).(5.2) (a) lex(LEXEME) => SUBCLASS_adv_sem(PredName).(b) sem_lex(PredName, #Args) => SUBCLASS_adv_sem1(PredName, #Args).There are German lexemes of the word list of VerbMobil, which were givenseveral semantic subclasses, because of their various semantic propreties. Thus,the number of the lexical entries in the semantic lexicon encreased. For example,noch was initially classi�ed as a temporal adverb for uses like in: "Im July binich noch im Urlaub.", and as a focus adverb for uses like in: "Wir machen noch3For detailed argumentation on the transfer strategy see Dorna et al. (1994) and section 2.
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Mariana Damovaeinen Termin aus.". Also, eher was classi�ed as a comparative of the adverb baldfor uses like in: "Peter kommt eher als Suzan", and as an intensi�er for uses like in:"Peter ist eher klug.". Thus, some lexemes occur more than once in the Germansemantic lexicon of VerbMobil. And, it happens that one lexeme gets classi�ed insemantic subclasses normally assigned to distinct word classes. For example, echtwas classi�ed as an adjective, as a modal adverb, and as an intensi�er, etwas wasclassi�ed as an inde�nite pronoun, and as an intensi�er, o�ensichtlich was classi�edas an adjective, and as a standard adverb (see sem lex2.stuf).5.3 Sketch of the TaskThe task of the treatment of adverbs in the transfer module of the MDS was devidedinto four parts:1. to �nd translation equivalents in English of each adverb from the Germanword list issued by the University of Bielefeld.2. to determine their readings, and to introduce appropriate (one or more) se-mantic predicate names (PredNames) into the English Lexicon4.3. to formulate conditions for disambiguation5 :a) by means of occurrence of PredNames restrictionsb) by means of semantic sortal restrictions.4. to produce transfer rules for each lexical entryAs the scenario of VerbMobil considered the particular domain of appointmentscheduling, this set constraints on the exhaustiveness of the possible word meaningsof each single adverb. Readings, relevant for the context of VerbMobil, which wedetermined on the basis of studies of the evidence from the test suite of dialogues,were handled with priority, and the rest of "non relevant" readings for the scenariowas not really taken into consideration.We followed a strategy of choice of PredNames after two principles:1. PredNames as close as possible to English lexemes { keep in mind the lexicalchoice in the Generation module2. as few PredNames as possible { avoid need of disambiguation by introducingequally ambiguous English items64In cases of ambiguous lexemes when a suitable unique candidate for a PredName (i.e. showingcomplete semantic equivalence between the German and the English lexeme within one PredName)were not available, more than one English PredName was introduced.5The cited in a) and b) means were the two technically available mechanisms for disambiguationprovided by Semantic Construction, and possible within CUF. The Transfer module obeyed theuniform output of the Semantic Construction module, which provided some technical constraintson the representation of ambiguities, and on the possible ways to disambiguate. Furthermore,the strict determination of disambiguation conditions was not always possible, because of lack ofenough appropriate studies of most of the semantic classes of adverbs in VerbMobil to providea well elaborated theoretical framework, and the constraints issued from the short time limits ofMDS.6We avoided introducing more English PredNames by choosing the most suitable one for allpossible readings of the German lexeme, i.e. the one which showed parallel ambiguities.
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Mariana DamovaFor example, the lexeme eigentlich can be translated into English with: ac-tually, really, as a matter of fact, in reality, exactly, strictly speaking, originally,frankly. We only introduced the PredName actually, which is a good candidatefor PredName, as the rest of the lexicalizations and respectively readings can beassociated with it. Thus, only one transfer rule was produced, translating eigentlichinto actually.Contrastive analyses were pursued to determine the English translation equiv-alents, and the readings of the German lexemes in order to produce well matchingGerman{English PredNames. The results of some of the analyses did not actuallyinuence the Semantic Construction module of the MDS, but provided a set of de-scriptive studies and outline of problems which are to be considered for the futuredevelopment of the system (cf. Section 2.10.6.).5.4 Data { Sources and SizeThe contrastive analysis of adverbs for VerbMobil we pursued was based on consult-ing three sources of data: 1) Word list with suggested translations of CSLI, based onthe German word list of Bielefeld, 2) corpus of German dialogues of the testsuite forVerbMobil translated into English, 3) corpus of German non-translated dialogues ofthe testsuite for VerbMobil. For theoretical consistency we also looked at bilingualEnglish-German dictionaries, and relevant literature. Most of the results howeverare issued directly from the empirical studies of the dialogues.The word list of Bielefeld contains 215 adverbs, distributed in the listed seman-tic classes. Not all adverbs of the list occur in the testsuite of Dialogues for thedemonstrator. The occurring ones will be itemized in the appropriate subsections.5.5 Transfer Rules for Adverbs in MDSThe transfer rules for adverbs were built on the basis of the semantic predicates(PredNames) by means of lexical transfer rules of the general form, shown in (2.3):(5.3) tau_lex(SourcePredName, TargetPredName, [tau(#Mod, #Args)], #Args,mod([#Mod])) => sem_t.Some groups of adverbs with special semantic status were transfered by means oftau rules of di�erent form. These rules will be shown in the appropriate subsections,where the particular groups of adverbs will be discussed in greater detail.As the readings of ambiguous German lexemes were transfered by means ofmore than one PredName, the number of transfer rules was at the end greater thanthe number of the German lexical entries from the semantic lexicon. The relationbetween the number of lexical entries in the German semantic lexicon, and thenumber of produced transfer rules are given in table 5.1 and table 5.27.7Legend:1. No of LE = Number of lexical entries in sem lex2.stuf2. No of tau rules = Number of tau rules
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Mariana DamovaADVERB CLASS No of LE No of tau rulesModal Adverbs 32 63Focus Adverbs 33 41Intensi�ers 7 10Standard Adverbs 23 35Disc rel Adverbs 27 62Negativ Adverbs 1 1Table 5.1: (a) Classes of adverbs and number of rules.ADVERB CLASS No of LE No of tau rulesTemporal Adverbs 55 4 special transfer rules and 32 tau rulesInterrogativ Adverbs 20 1 special transfer rulePronoun Adverbs 18 1 special transfer ruleTable 5.2: (b) Classes of adverbs and number of rules.5.6 General Problems for the Transfer of AdverbsThis subsection outlines informal8 results of the contrastive analyses of adverbswe pursued, without implementing them in the version of MDS. We summarizeinto classes the problematic cases to handle in the Transfer so far, and discuss thephenomena causing the transfer di�culties.5.6.1 Lexicalization� Mismatch in the lexical meaning of the source and the target adverb { mappingof meaningsSome lexical translations of German adverbs in English did not correspondto their lexical meanings. The lexical choice in these cases depended on thestylistic and the contextual conditions, created by the scenario of VerbMobil.For example, the relevent translation equivalent for the adverb h�ochstens inthe context of VerbMobil is only possibly (ex.(2.4)), whereas in a standardGerman-English Dictionary, such as Pons (Terell et al. (1991)) this reading istranslated as not more than, at the most, except.(5.4) HOMN038 :wir k�onnten's h�ochstens so machen, am 7ten und am 14teWe could only possibly do it so that it is on the seventh and thefourteenth.Similar phenomenon can be observed with the adverb noch. One of the trans-lation equivalents for its "additive reading" in the dialogues of VerbMobilis also (ex.(2.5)), whereas in a standard German-English Dictionnary (Terellet al. (1991)), this reading is translated into one more(5.5) HOMN009:8"Informal" here is used as "non formalized" 35



Mariana Damovadann war noch vorgesehen ein Abteilungsleitertre�en, ne?Then a meeting of department heads had also been planned, right?� Mismatch in the lexical type of the source and the target adverbSome English translation equivalents of German adverbs are discontinuousmorphemes9 or composed adverbial phrases (ex.(2.6a-e)). This is due to thecomplex lexical meaning of the German adverbs, which is decomposable intosmaller semantic units. The cited adverbs in ex.(2.6a-e) contain an anaphoricelement, and a further semantic element. Thus, a semantic representationapproach similar to the one pursued by the analysis of pronoun adverbs (seeSection 2.10.8.) will be suitable.(5.6) (a) deswegen ! that is why(b) infolgedessen ! as a result(c) trotzdem ! for all that(d) vorhin ! a little while ago(e) vorerst ! for the time beingThe adverbs cited in ex.(2.7a-b) are also semantically complex, but the se-mantic units in which they are decomposable cannot be set as clearly as bythe examples in ex.(2.6a-e). So, it is not obvious how to approach for theirsemantic representation.(5.7) (a) dennoch ! but still(b) kurzfristig ! at short termHowever, the English word complexes ex.(2.7a-b)) are not well represented byone single semantic predicate (PredName), and a possibility to build complexrepresentations of single German lexemes in order to provide a consistenttransfer is requirable.� Translation into null lexemeSome German particles, classi�ed in the group of adverbs, are regularly omit-ted in the English translations of the dialogues of VerbMobil, as shown inex.(2.8a-b).(5.8) (a) denn ! "mps1 1 01:Wann w�ar's Ihnen denn recht?When would suit you?(b) ja ! "mms4 1 05:Da Sie ja wissen, da� ich mittags noch einen Termin hab', bei DaniYou know that I've got an appointment with Dani at lunchtime.The fact that they are not literally translated into English does not meanthat these particles are meaningless. It is di�cult to determine whether their9Thanks to Arthur Merin for this term. It corresponds to the German Mehrwortlexeme 36



Mariana Damovainformative value is a semantic one or a stylistic one and also whether it appliesto the single expressions, they occur in, or to the entire discourses these singleexpressions occur in. For example, doch in (2.9) does not appear lexicalized inthe English translation. Nevertheless, it is obvious that this German particleis not rôleless in the cited expression. The same is true for the particles inthe sentences of ex.(2.8a-b).(5.9) mps1 1 01:Ja, prima, dann lassen Sie uns doch noch einen Termin ausmachen.Yes, �ne, then let's just arrange an appointment.5.6.2 Meaning� Context dependent translationsLexically ambiguous German adverbs trigger context dependent translations.Thus, only an account for the course of the conversation will help disambiguat-ing the German also in the following two occurences (ex.(2.10a-b)) { "also ofthe new topic coming" in 5.10(a)10, and "also consecutive" in 5.10(b)11.(5.10) (a) also ! wellHI:1:fbs1 1 02:Also ich dachte, noch in der n�achsten Woche {Well, I was thinking of next week already {(b) also ! soHI:6:mms5 1 09:also k�onnten wir etwa ab halb 5 uns tre�enSo we could meet after half past four� Scope ambiguitiesSome adverbs show scope ambiguities, which inuence the translation intoEnglish. The type of the biggest semantic entity which falls into the scope ofsuch adverbs seems to help disambiguating them. Thus, the sentences in (2.11a-c) will trigger distinct semantic representations each, because the adverb�uberhaupt has scope over di�erent semantic entities in them: 1) over negationin (2.11a), 2) over a question operator in (2.11b), 3) over a whole expression(rsp. a whole DRS) in (2.11c). Furthermore, their English translations arealso distinct, and seem to depend on the scope of �uberhaupt, as shown in(2.11a-c).(5.11) (a) �uberhaupt with scope over negation ! at allmfd1 2 02:sch�onen guten Tag Herr Schaaf. leider pa�t es mir am 9ten�uberhaupt nicht weil ich vom 9ten bis zum 11ten au�er Hause bin.10The same readings of the German also was independnently discussed in VM Memo No 72by Kerstin Fischer and al.(Schmitz and Fischer (1995)) There it was refered to as the discoursefunction "uptake".11Thanks to Michael Schiehlen for this term.
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Mariana Damova(b) �uberhaupt with scope over question ! at allmms1 3 10:zu welchem Termin innerhalb der n�achsten 2 Wochen h�atten Siedenn �uberhaupt Zeit?(c) �uberhaupt with scope over an entire expression ! generallyKAE008:und wir m�ussen �uberhaupt noch einen Besprechungstermin imOktober ausmachen.� Pragmatics in the translation of adverbsThe adverb vielleicht in (2.12a-c) is translated into maybe (12a), perhaps(2.12b), and possibly (2.12c).(5.12) (a) mps1 1 11:Gut, wollen wir's dann gleich am Montag den 3ten Mai machenvielleicht um halb 4.Good, do we want to do it rightaway on Monday the 3rd of May then,maybe at three thirty.(b) mps1 3 10:ich habe von 9 bis 12 Uhr auch noch eine Vorlesung. wenn wir esvielleicht danach probieren wollen?I have another lecture from nine to twelve too. what if we perhaps tryit afterwards?(c) mhm1 1 12:K�onnen wir vielleicht das auf den Vormittag legenCould we possibly schedule that for the morning.This fact raises the question whether it is a lexicalisation problem to be solvedby the Generation module, or it is a phenomenon with semantic e�ects, whichshould be taken into consideration within the Transfer module. German na-tive speakers' intuitions argue that vielleicht conveys an unambiguous inter-pretation, and the three English translation equivalents were just di�erentlexicalizations of one and the same meaning. Thus, one transfer rule wouldbe su�cient to provide the information relevant for the Generation module.Whereas English native speakers' intuitions argue that distinct "things" areconveyed by the expressions in which one of each English lexical equivalent ofvielleicht occurs. So, one should provide information about these distinctionsin the Transfer module to guide the lexical choice of the Generation module.One hypothesis for the interpretation of this phenomenon is that the mode ofthe dialogue expression12 gives the relevant conditions for selecting one of thethree English translation candidates.12We consider that a "dialogue mode" can be �gured out from the combination between thetype of the dialogue act of the current expression (for example: make a date proposal, vs. pref-erence for a proposed date to distinguish between maybe and perhaps) and the information aboutthe common knowledge conveyed by the two participants of the conversation (for example: inorder to distinguish between subjective possibility, and objective possibility of the appointmentscheduling after the circumstances accounted for to select possibly). 38



Mariana DamovaA salient transfer in such cases depends on the dialogue act of the expressionin which it occurs, and the general pragmatic context of the conversationpursued. Such information was not really available in the MDS version.� Semantic complexes formed by adverbs and other word classesSome German adverbs syntactically combine with other word classes, and formone semantic complex. Intuitively, the adverbs seem to get particular read-ings, only in particular syntactic environment. Example (2.13a) illustratesa semantic e�ect triggered by the combination between the adverb so andthe preposition um, in which the adverb plays a role of a "preposition modi-�er", approximating or weakening the meaning of the preposition. Thus, thesemantic complex so um they form, is translated into the English around. An-other semantic e�ect triggered by the syntactic cooccurence of an adverb anda word of a di�erent word class can be observed in example (2.13b) too. Theadverb noch forms a semantic complex with the inde�nite pronoun (et)was,in which the individual refered to by the pronoun implies the interpretationof noch in its "additive reading". Thus, the meaning of the entire semanticcomplex noch etwas can be expressed with one more (additional) thing, whichjusti�es the translation into the English something else.(5.13) (a) so um ! aroundfbs1 1 04:Aber Donnerstag vormittag so um 9 w�ar mir recht.But Thursday morning around 9:00 would be �ne with me.(b) noch etwas ! something elseHAH005:da m�ussen wir uns ja noch was anderes �uberlegen.we'll have to think of something else then.It is transparent that such complexes can be accounted for compositionally,but there are still mechanisms needed to distinguish them in the texts, andto supply correct syntactic and semantic structures.5.7 ConclusionIt is obvious that to produce a satis�able semantic representation for adverbs, whichwill account for the context of the VerbMobil scenario of spoken dialogues it isnecessary to conserve a su�ciently abstract apparatus of semantic features. Itshould be powerful enough in expressiveness to: 1) cope with the mismatches inthe translations, talked about, without loss of information, and 2) transfer thesemantic and stylistic content and leave open the �nal decision for lexicalization tothe Generation module.
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Michael Schiehlen5.8 Pronoun AdverbsIn this section we will understand by pronoun adverbs all those adverbs that relatethe event they modify with an entity that is not given by the adverb meaning butis still to be determined anaphorically.The de�nition is rather broad: In addition to central cases like damit, hieraufit includes a range of adverbs with speci�cally local and temporal interpretationslike daher, da. For full clarity we give a list of the lexical items we treat under theheading of pronoun adverbs.da, dabei, dadurch, dagegen, daher, dahin, damit, danach, daran, da-rauf, darin, dar�uber, darum, davon, davor, dazu, demnach, dort, dor-thin, drauf, ebenso, genauso, hier, hierf�ur, hierhin, hiermit, hierzu, ir-gendwann, irgendwie, r�uber, soAnother feature of pronoun adverbs is that their meaning can be broken downinto a relational component (RC) and a pronominal component (PC). Argumentssupporting this position can be found in semantics, (German) morphology andGerman-English transfer.� The RC speci�es which relation the pronoun adverb designates, whereas thePC supplies information about the entity that is to be determined from con-text.� The dichotomy is also discernible on the morphological level. We give anexample.damit (therewith), PC: da-, RC: -mitdaher (thence), PC: da-, RC: -her� Most importantly, contemporary English overtly splits RC and PC.damit ! with that (RC+PC)daher ! from there (RC+PC)For a range of phenomena it is decisive whether the relation expressed by the pro-noun adverb is based on the meaning of a preposition or not. Henceforth, we will callpronoun adverbs with a discernible underlying preposition Prepositional PronounAdverbs (PPAs) and such without one Nonprepositional Pronoun Adverbs (NPAs).The distinctive phenomena are listed below.� Only PPAs can be used in subcategorisation frames13.Ich warte darauf.� Translation of PPAs necessitates transfer of the preposition involved. Thereis no such need for NPAs whose RC is abstract, hence interlingual14.� While the PC of PPAs refers to objects, the PC of NPAs designates points.13In the expression den Termin dahin legen (z.B. auf Sonntag) we �nd a subcategorised NPA,however.14The underlying relation for NPAs is not always mapped to the empty string in English. Arelevant exception is dorther ! from there. 40



Michael SchiehlenFirst of all we undertook a contrastive analysis on the basis of the Verbmobildialogues and several German-English dictionaries. For this investigation we tookinto account all Verbmobil dialogues, the translated ones as well as those that wereavailable only in German. We then proceeded to devise a strategy for an e�cientthough general translation of these items and to construct detailed entries for thesemantic lexicon. As a result, the actual transfer rules could be held fairly simple.5.9 Contrastive Analysis of PPAsThe PC is made up of the pre�xes da(r), hier and wo(r)15. The RC consists of apreposition. If the preposition begins with a vowel, there exists a colloquial variantof the da(r)-pre�x (e.g. drauf).We give some statistics of the data as extracted from the corpus. The underneathtable reads as follows. The pronoun adverbs are classi�ed according to their PC(columns) and RC (lines). The numbers give the count of the respective item inthe corpus. Brackets indicate that the item did not show up in the Verbmobil wordlist and therefore was only treated in a cursory manner.da(r)- dr- hier- wo(r)-an 11 10 (0) 0auf 51 49 (0) 0bei 34 (0) (24)durch 1 (0) 0f�ur (39) 0 (0)gegen 1 (0) 0in 1 22 (0) 0mit 48 0 1nach 85 (0) (0)�uber 13 7 (0) 1um 11 2 (0) (3)von 54 (0) 1vor 37 (0) (0)zu 36 0 0sum 422 90 0 30A �nal remark on the table is in order. Often pronoun adverbs are split in German(e.g. da kann ich nichts mit anfangen). Such split pronoun adverbs cannot easily beextracted from the corpus since satisfying results can only be achieved by successfuldisambiguation of word classes, hence successful parsing. Consider the ambiguoussentenceDa st�o�t er gegen eine Stange.Not all data we had at our disposal were tagged with the information needed, sowe decided to disregard these cases in our analysis.15The adverbs with pre�x wo do not really fall into the category of pronoun adverbs since themissing entity is not contextually determined but must be supplied by an answer. Neverthelessthey can be and were analysed along with the pronoun adverbs proper.
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Michael SchiehlenFor an overwhelming majority of the examples an acceptable translation can beproduced by translating PC and RC separately. We �rst go into the translation ofthe PC and then turn to the translation of the RC.Translation of the Pronominal ComponentThe following table gives frequent translations of the PC.da(r) ! that, it/themhier ! this, itwo(r) ! what (as interrogative pronoun)wo(r) ! which (as relative pronoun)This is, however, not always the right way to go. If the PC refers to a constituentof the same sentence the English translation sounds extremely awkward.Ich bin darum hier, weil ich mit Ihnen sprechen will.! I am here because of that because I want to speak with youTherefore resolution of sentence-internal anaphora is crucial for an adequate trans-lation of pronoun adverbs16. We present the constructions involving a sentence-internal antecedent.� In 3 cases the pronoun referred to a PP with the same preposition in theNachfeld.CD:L009n:SIH067 ich sollte doch jeden Monat schon etwas daranarbeiten, an dem Projekt,� In 29 cases the pronoun referred to another adverb da (or wo in relative andinterrogative clauses) preceding the pronoun adverb. This construction is verycommon in spoken language and seems to be linked with the aforementionedsplitting construction.CD:K007d:FNK042 und die Woche da drauf?� In 44 cases the pronoun referred to an embedded �nite (26) or in�nite (7)clause or a conditional clause (12). In the correct translation the pronounadverb was sometimes simply cancelled:KA:30:mdj1 2 10 ich bin �uberzeugt davon da� Sie es scha�en wer-den. ! I am convinced you'll manage that.Sometimes the clause was transformed into a gerund which was then given asan argument to the preposition:KA:10:mps1 1 07 Was halten Sie davon, wenn wir 's im Januarprobieren? ! What do you think about trying January?But more often than not a construction-speci�c translation had to be chosen:16The lack of this information in the demonstrator only did not make itself felt because therelevant constructions by accident did not occur in the selected dialogues.
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Michael SchiehlenCD:M016n:NCW004 wir sollten darauf achten, da� wir dann nich'irgendwie Freitag anpeilen ! we should make sure that in any casewe do not head for FridaySB:54:KS000 ich bin dran, meine Seminararbeit zu schreiben,! I am writing my seminar paper.� In 8 cases the pronoun referred to an embedded interrogative clause. In En-glish wh-clauses can serve as an argument to PPs, so this construction doesnot make trouble.KA:5:moc1 1 20 das kommt darauf an, wie lange da der Dienstagbei mir durch eine Klausur belegt ist ! that depends on how longthe exam on Tuesday will take.Translation of the Relational ComponentA general objective was to keep the transfer component as simple as possible. There-fore, we tried to handle the translation of the RC of a pronoun adverbs in tandemwith the transfer of the underlying preposition whenever possible and thereby avoida tedious redoubling of information. Prepositions chiey occur in three environ-ments.� Sometimes, prepositions contribute their meaning to the overall sentence. Inthis case there has to be a transfer rule for the preposition. In accordancewith our general strategy we used the transfer rule of the preposition also inthe transfer rule of pronoun adverbs.� In other cases prepositions are subcategorised by a lexical item (verb, noun,or adjective). Subcategorisation requirements are checked by syntax. Thus,semantic construction normally can easily distinguish if preposition contributemeaning or not.� Finally prepositions are used in idioms. In the MDS idioms were usuallyrecognized only by transfer, although an in-depth semantic analysis wouldalso have to recognize idiomatic constructions.It was, however, not possible in every case to �nd a way to reduce pronoun adverbsto prepositions.� The RC of pronoun adverbs can sometimes have meanings that are clearlyout for normal prepositional constructions.� There are idioms that require the presence of particular pronoun adverbs.In the sequel, we will go through these cases one by one and list the examples thatwe found in the corpus.Preposition Carries MeaningThe task here was to identify exactly which meanings of the preposition give riseto a derived pronoun adverb meaning. Not all of them do so, cf. the anomalousdiscourse 43



Michael SchiehlenMorgen ist der 16te Februar. * Daran (an diesem Tag) hat Peter Geburt-stag. ! Tomorrow is the 16th of February. On it, Peter has birthday.This task was greatly facilitated by the preparatory work done on prepositionsat IBM Heidelberg and IAI Saarbr�ucken. In fact we used their classi�cation ofpreposition meanings as a basis for the choice of admissible prepositional pronounadverb meanings.The table below reads as follows:� The �rst column gives the German preposition treated. A plus sign indicatesthat the particular meaning (as given in column 2) was not considered byIBM and IAI, but nevertheless turned out to be relevant in connection withpronoun adverbs.� The second column lists the names of the meanings. Prepositional meaningsare encoded as roles in the MDS formalism.� The signs in the third column reect our judgement whether or not a de-rived pronoun adverb meaning is associated with the respective prepositionmeaning.� The fourth column gives the English translations of the meaning.� The �fth column shows a German example for the meaning, mostly drawnfrom the studies carried out at IBM and IAI.� Finally we give the corpus examples.in unspec temporal inclusion rel + at;in;on;0 in dieser Wochespatial inclusion rel + in im Geb�aude{ on (oor, town)im zweiten Stock, in Berlintemporal spatial inclusion rel { at in einer Besprechung seininstitutional inclusion rel { at Tre�en in der Universit�atabstract inclusion rel + in im Notizblock stehenfunctio spatial inclusion rel { at Tre�en im B�urospatial inclusion goal rel { in;into;to ins Geb�audetemporal spatial goal rel { to in die Vorlesung gehentemporal inclusion goal rel { to in den M�arz legeninstitutional goal rel { to in die Universit�at kommenabstract goal rel { into in den Notizblock schreibenmodality mood rel { in in Not sein� (unspec temporal inclusion rel)Tag in WocheCD:M003N:JOH001G in der 46sten Woche, wo auch Bu�- und Bettag drinist� (abstract inclusion rel)Termine im KalenderCD:M144D:HIM011 ich hab' da ein paar andere Termine drin.
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Michael SchiehlenSubcategorised pronoun adverbsBelow we list occurrences of pronoun adverbs in the corpus that we classi�ed asinstances of subcategorised argument. Not all of the verbs involved �gure in theVerbmobil word list.� abgesehen von ! apart fromCD:M023N:SID018 abgesehen davon, da� ich am 27sten bis zum 30sten eineExkursion habe in Frankfurt.� achten auf ! pay attention toCD:M016N:NCW004 wir sollten darauf achten.� alternative zu ! alternative toKI:G201A:PRB042 im Moment sehe ich keine weitere Alternative dazu.� anfangen mit ! startCD:M005N:DOS004E komm' ich dann wahrscheinlich besser mit rein, wennich dann damit anfange.� anfangen mit ! start withCD:L055D:CAO001 fangen wir damit an.� ankommen auf ! depend onKA:5:MOC1 1 20 das kommt darauf an, wie lange da der Dienstag bei mirdurch eine Klausur belegt ist.� sich anschlie�en an ! be afterKI:G076A:HAH010 und direkt daran schlie�t sich 'n Tre�en in Hamburg an.� arbeiten an ! be working onCD:L009N:SIH067 ich sollte doch jeden Monat schon etwas daran arbeiten.Idiomatic Use of Prepositions� etwas anfangen k�onnen mitBN:4:HAEN050 k�onnen wir damit irgendwas anfangen?� Der Teufel ist in X.CD:M114D:REA027 da ist wahrscheinlich irgendwo der Teufel drin.� keinen Sinn �nden inCD:M005N:DOS004B sonst sind die Vortr�age so auseinandergerissen, da� ichdann also auch keinen Sinn mehr drin (das zu machen) �nde.Special Meanings of Pronoun Adverbs� darauf ! after thatoccurs very often in the dialogues (64 times)� darum ! that's whyCD:K015D:WOG046 darum einen ganzen Tag zu belegen.
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Michael SchiehlenIdiomatic Use of Pronoun Adverbs� dabei haben ! have got on oneselfKA:24:MTS2 1 01 haben Sie Ihren Termin-Planer dabei?� dabei sein (bei) ! take part (in)KI:G094A:ANS000 und ich habe auch geh�ort, da� Sie dabei sind.� X ist dabei ! you can count X inKI:G084A:KAK006 da bin ich dabei.� mit X dabei ! with XKI:G113A:JAK015 mit ein bi�chen Ka�eetrinken dabei� X ist dran ! it is X's turnKI:G112A:JAK003 also ich notier' das schon mal, da� Sie dann dran sind.� Da ist etwas dran. ! There's something in it.KI:G315A:SVA011 da ist was dran.� gut dran sein ! have got it goodCD:K017D:RED062 und wenn wir es in einer Stunde fertig haben, dann sindwir gut dran.� drin sein ! be possibleCD:M024N:MPI013 dann die folgende Woche, ist da der Mittwoch vielleichtdrin?5.10 SemanticsIn the foregoing section we saw that transfer from German to English demands aseparation of the RC from the PC of the pronoun adverb. We decided to carryout this separation already within semantic construction in order to reduce thecomplexity of the transfer task. We tried to reuse existing semantic macros, thathad been written with independent motivation, as far as possible. In particular,we used the semantics of prepositions to model the meaning of the RC of pronounadverbs and likewise the semantics of pronouns for their PC. The semantic macrosfor these word classes are quoted below.� prep sem2:� NP � VP � E. VP(� e. NP( � x. Prep(e, Rel: x) 
 E(e))).Prep: name of the prepositionRel: role of the preposition as coded in the sort hierarchy� pronoun sem2:� VP. �: [x]Pred(x) 
 VP(x).Pred: further restriction (see below)Via the composition operation (�) the following semantics can be obtained.
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Michael Schiehlen� pronoun prep adv sem2:� VP � E. VP(� e. �: [x]Pred(x) 
 Prep(e, Rel: x) 
 E(e)).We associate this semantics with pronoun adverbs.pronoun_prep_adv_sem1(#Pred, #Prep, #AlfaSort, #AlfaType, #Rel,[#VPSem]) =>compose(compose(prep_sem2(#Prep,#Rel),pronoun_sem2(alfa_cond(#Inst&sort:#AlfaSort,#AlfaType,[basic_cond(#Pred,#Inst,[])]))),#VPSem).A second lexical entry for prepositions speci�es their contribution in case of sub-categorisation, which is none. As we saw above, only PPAs can be subcategorised.We therefore need a second entry for them, too, to account for this usage: Subcat-egorised PPAs correspond to pronouns.pronoun_prep_adv_sem(#Pred, ##, #AlfaSort, #AlfaType, ##) =>category(prep) &cat_shift(pp,pp) &subcat([])&mod([])&pred_args([])&lex_pred(padvcomp)&sem:pronoun_sem2(alfa_cond(#Inst&sort:#AlfaSort,#AlfaType,[basic_cond(#Pred,#Inst,[])])).Basically there are now three parameters that can be �xed in the lexicon: thename of the underlying relation (Prep), the role associated with this relation (Rel)and a restriction on the pronoun (Pred).� Pred: One of the basic di�erences between PPAs and NPAs is that the PCsof PPAs are objects and those of NPAs points. We encode this sort di�erencein the pronoun restriction. Another use of the pronoun restriction is to dis-tinguish between here and there. here speci�es that some point is near tothe speaker, there is understood to refer to a point that is far away from thespeaker. We get the following classi�cation:{ loc far pred(x): x is an object that is located at a point p far awayfrom the speaker (pronoun restriction for that). This predicate is usedfor PPAs beginning with da(r).{ loc near pred(x): x is an object that is located a point p near to thespeaker (pronoun restriction for this). This predicate is used for PPAsbeginning with hier.{ far pred(p): p is a point or a location that is far away from the speaker(pronoun restriction for there). This predicate is used for NPAs belongingto the there-family.{ near pred(p): p is a point or a location that is near to the speaker(pronoun restriction for here). This predicate is used for NPAs belongingto the here-family. 47



Michael SchiehlenAn example may help to illustrate the point
hierf�ur: f�ur(e,x)�: [x]loc(x,p)�: [p]near(p,i) <i,speaker>
dorthin: dir(e,p)�: [p]far(p,i) <i,speaker>� Prep: For PPAs it is relatively clear what should go into the relation slot: Thename of the underlying preposition. But what about NPAs? NPAs expressthat the event{ is located at the point that is determined anaphorically (dort, ebenso),{ is directed towards it (dorthin) or{ comes from it (dorther).We encode the �rst two aspects with the predicates loc pred and dir pred.The matter is not so straightforward with the abstract relation for the sourcerole, since this relation must be translated for English (dorther! from there).We decided to use the German preposition von here.� Rel: Although roles are not relevant for semantic construction, they are spec-i�ed in the semantic lexicon for later use by the transfer component. We willtherefore go into the technical values of the role description only in the sectionon transfer.The contrastive analysis shows that not all readings of prepositions lead tocorresponding readings of pronoun adverbs.Ich komme um neun. Kommst Du auch darum? (6= at this time)Therefore, the readings available for pronoun adverbs have to be speci�ed inthe (semantic) lexicon.lex(darauf) => pronoun_prep_adv_sem(loc_far_pred,auf,~person_c,demonstr,institutional_inclusion_rel;top_region_inclusion_rel;% top_region_inclusion nicht mit insel_ctop_region_goal_rel;projection_rel;projection_goal_rel;temporal_inclusion_goal_rel). 48



Michael SchiehlenOn the other hand, some pronoun adverbs allow for additional readings.An dem Sonntag geht es nicht. Wie w�are es am Sonntag darauf?(* auf dem eben genannten Sonntag)These meanings are encoded as further entries in the semantic lexicon.lex(darauf) => pronoun_prep_adv_sem(loc_far_pred,nach1,~person_c,demonstr,temporal_span_posterior_rel).5.11 TransferIn the transfer component nothing has to be done but the translation of prepositionfor PPAs (call to tau prep and tau pred). Both the pronominal component andthe abstract relation underlying NPAs are interlingual.% PPAstau_lex(pronoun_prep_adv,pronoun_prep_adv,[#Pred,#PrepT,#AlfaSort,#AlfaType,#Rel,tau(#VP,#Args)],#Args,adv_syn(#VP&sem:#VPSem&pred_sort(#ExtSort)) &sem:pronoun_prep_adv_sem1(#Pred,#PrepS,#AlfaSort,#AlfaType,#Rel,[#VPSem]) &tau_prep(#PrepS,#Rel,#ExtSort,#AlfaSort)) =>tau_pred(#Rel,#PrepT,#AlfaSort).% NPAstau_lex(pronoun_part_adv, pronoun_prep_adv,[#Pred,#Prep,#AlfaSort,#AlfaType,#Rel,tau(#VP,#Args)],#Args,adv_syn(#VP&sem:#VPSem) &sem:pronoun_prep_adv_sem1(#Pred,#Prep,#AlfaSort,#AlfaType,#Rel,[#VPSem])) => sem_t.Preposition transfer operates on the roles given in the semantic lexicon. Germanprepositions are �rst mapped into roles (this is done in the German semantic lexicon)and then English prepositions are generated from them (tau pred). Numerousfactors are taken into account, in particular the sorts belonging to the internal(noun) and external (event) argument of the preposition (tau prep).5.12 ConclusionWe showed a strategy to translate pronoun adverbs on the basis of their semantics.In particular, we strove to keep programming code as simple as possible.� As far as possible, steps necessary for transfer were already done in semanticconstruction.� Interlingual representations were abstract enough for transfer purposes, butwe deliberately refrained from making them as detailed as they would haveto be for semantic analysis purposes. However, we gave a clear description ofwhat the interlingual predicates were meant to stand for in order to facilitatesubsequent elaboration. 49



Michael SchiehlenDue to time pressure several problems could not be solved. For a full treatment ofpronoun anaphora sentence-internal anaphora must be resolved. This task has tobe done either in syntax (also for syntax-internal reasons, e.g. in order to explaincomplement clauses) or in semantics.Ich gehe davon aus, da� er kommt.A neater de�nition of the sort of the pronominal entity has to be given. We did notcheck this up against the sorts used in disambiguation of prepositions. We merelystipulated following our intuition that the anaphoric entity cannot be a person.Another serious problem that often demands context-driven inference is how todisambiguate between literal and idiomatic readings. Consider the exampleCD:M024N:MPI013 dann die folgende Woche, ist da der Mittwoch vielle-icht drin?The sentence might occur in (at least) two di�erent contexts. In the �rst contextwe prefer the usual translation of the pronoun adverb drin ((included) in it).H: Geht es bei Ihnen am Montag, den 2. Februar?S: Ganz unm�oglich.H: Aha, Montag geht also nicht. Dienstag, Freitag sind bei mir schlecht.Aber Mittwoch w�urde mir eigentlich ganz gut passen. Mittwoch istsowieso immer so ein sch�oner Tag, mitten in der Woche. W�urde es beiIhnen an dem Mittwoch auch gehen?S: Entschuldigung, ich habe jetzt nicht ganz aufgepa�t. Der Mittwoch,den Sie da vorschlagen, ist das der Mittwoch in der ersten Februarwoche?Nein? Dann die folgende Woche, ist da der Mittwoch vielleicht drin?In the second context the adverb must be translated idiomatically (possible).S: Geht es bei Ihnen am Mittwoch oder am Donnerstag in der erstenFebruarwoche?H: Leider nein, ich bin die ganze Woche im Urlaub.S: Dann die folgende Woche, ist da der Mittwoch vielleicht drin?We will now retrace the line of argument leading to disambiguation. First, we give aDRS for the literal reading. We assume that anaphora resolution has already takenplace correctly. s�: wWoche(w)folgend(w)�: mMittwoch(m)s: in(m,w)
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Michael SchiehlenIn the second reading a further ambiguity is lurking: The adverb da can be adjoinedeither to the subject Mittwoch or to the verb ist17. We get the following DRSs forthe two options. s�: mMittwoch(m)�: wWoche(w)folgend(w)temploc(m,w)s: drin sein(m)s�: wWoche(w)folgend(w)�: mMittwoch(m)s: drin sein(m)temploc(s,w)We distinguish between four types of context.� Suppose no Wednesday has been mentioned before (cf. the authentic CD-ROM dialogue). So the �-DRS containing Mittwoch cannot be �xed to anantecedent and must be accommodated. Accommodation, however, normallypresupposes that the principal DR of the accommodated �-DRS refers to aunique object18. Whereas there is a multitude of Wednesdays in general, eachweek has only one Wednesday, hence Wednesday of the following week is auniquely determined time interval. The uniqueness requirement is met by thesecond DRS, but not by the two other ones. We choose the second DRS.� Another possibility is that some Wednesday m0 �gures in the context and wecan deduce that either it is in the following week w or it is not (cf. context 2).Then arguably also speaker S knows that m0 is or is not in w, respectively. Ageneral principle states that people do not ask things they know (at least ifthey do not have ulterior motives, something which can be taken for grantedin a goal-oriented dialogue).If S asks at time t whether p then before and at time t S does notknow whether p.17Adjunction to the subject is clearly preferred, but not derivable with the demonstrator versionof the TrUG system, which only allows adjunction to verbs.18We also can accommodate non-unique de�nites, but in this case we feel that we do not fullyunderstand the text. A case in question is H's usage of Mittwoch in context 1 which prompts S toask her which day she actually has in mind. By the same principle it is harder to accommodatethe king than to stipulate the existence of the king of France, who is a unique person. 51



Michael SchiehlenHence the �rst DRS is out.� Suppose a Wednesday m0 has been mentioned but we cannot be sure whetheror not it is the one of the following week. Further suppose m0 turned up in asuggestion made by the discourse partner H (as in context 1). From the factthat H suggested m0 speaker S can deduce that m0 is a possible date for H.If H suggests m0 to S at time t (and the suggestion is felicitous) Sknows from t on that m0 is possible for H.Asking H whether m0 is a possible date for her is a senseless thing for someoneto do who already knows it is. Thus we have reasons against the second andthird DRS and choose the �rst one.For correct disambiguation we need several modules:� a component for anaphora resolution,� a mechanism for temporal deduction,� a speech act recognition component and� a speech act logic.
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Mariana Damova5.13 Modal AdverbsThis section describes the treatment of modal adverbs in the Transfer module ofMDS. When we talk about modalities, as this term occurs in the name of the classof modal adverbs, we have to distinguish between: 1) the notion of modality inthe logic, where the possibility, probability or necessity in linguistic expressions areinterpreted with respect the truth conditions of these expressions, and 2) the notionof modality in the language, where it is de�ned as a mixed morpho{syntactic andsemantico{pragmatic caterogy refering to the relation between the speaker and hispredication on one hand and the relation between the predication and the realityon another hand19. Modal adverbs in VerbMobil are designed after the notion ofmodality in the language.5.13.1 Modal Adverbs in the Semantic Construction Moduleof MDSModal adverbs are handled uniformly as sentence adverbs by the Semantic Con-struction module of MDS. They appear at the end of the structure of the analyzedsentences, introduce a Dimension Condition, and refer to the event described by thesentence. The concept of modality is de�ned as value of the feature dimension(ex.(2.14)).(5.14) Er kommt eigentlich.26666664DRS266664kommen : 12664dimen conditiondimen inst : 1dimen pred : eigentlichdimension : modality 3775 377775 377777755.13.2 Size of the DataModal adverbs in the wordlist issued by the University of Bielefeld (see sem lex2.stuf)count 32:echt, nat�urlich, ganz, notfalls, komplett, prinzipiell, glattweg, sch�atzungsweise,rundweg, schlimmstenfalls, v�ollig, sicher, vollends, sicherlich, ziemlich, sowieso,allerdings, strenggenommen, bestimmt, unwahrscheinlich, eigentlich, vielleicht, eventuell,wahrscheinlich, fast, wom�oglich, gegebenenfalls, zirka, herum, zur not, m�oglicherweise,zweifellosEight of them occur in the testsuite of dialogues for the MDS:19We adopted the de�nitions of modality given by Lexandowski in LinguistischesW�orterbuch Lexandowski (1994).
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Mariana Damovaecht, eigentlich, sowieso, allerdings, vielleicht, komplett, fast, nat�urlichThey were investigated in greater detail, than the rest of the wordlist.5.13.3 Determination of Readings and PredNamesWe use the adverb allerdings to illustrate how the determination of an English Pred-Name took place. Allerdings is ambiguous between two readings: 1) contrastive; 2)con�rmative. Their English translation equivalents stay for them in (2.15a-b).(5.15) (a) allerdings ! but(b) allerdings ! indeedThe reading in (2.15b) does not occur in the testsuite of dialogues for the Demon-strator, but in the entire corpus of dialogues for VM. The further examples showthat other lexicalizations for the readings of allerdings in English are possible.(5.16) allerdings into butmps1 1 03:Ja,am Dienstag, den 6ten April h�atte ich noch einen Termin freiallerdings nur nachmittags.Yes, I would have time on Tuesday April 6th { but only in the afternoon.(5.17) allerdings into howeverBN:1:FLHN037:am 28sten allerdings nichtOn the twenty-eighth however not(5.18) allerdings into unfortunatelyHI:2:fsp2 1 06:Da ging es bei mir allerdings nur am FreitagUnfortunately I am only free on Friday that week. It would only bepossible on Friday, howeverExample (2.16) lexicalizes allerdings into but, example (2.17) lexicalizes allerd-ings into however, example (2.18) lexicalizes allerdings into unfortunately. All theselexicalizations were summarized into PredName but (ex.(2.19)), as they all conveya relation of contrast with the previous sentence.(5.19) allerdings ! but2Example (2.20) illustrates the second reading of allerdings. The semantic e�ectof this adverb is transfered not literally, but through a phrasal change. Its empha-sizing e�ect is lexicalized in English through the focal stress of the redundant do inthe expression I do already have.
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Mariana Damova(5.20) allerdings into phrasal change and focal stressBN:1:HOMN038:21sten hab ich allerdings auch einen sehr langen Terminon the twenty-�rst I do also already have a very long appointment.A plausible hypothesis for the process of disambiguation between these tworeadings of allerdings is that prosodic information will be helpful, as an accent onthis adverb triggers almost always its con�rmative reading.5.13.4 Transfer PredNames of Modal Adverbs in MDSThe strategy of Transfer module was to provide Target PredNames, which are asnear as possible to the corresponding English lexemes. We list here informally theGerman PredNames with their English equivalents (see table 5.3 and tau adv.stuf).The shape of the transfer rule for modal adverbs was the standard one, quotedin Section 5 ex. 5.3, repreated here as ex.(2.21).(5.21) tau_lex(SourcePredName, TargetPredName, [tau(#Mod, #Args)], #Args,mod([#Mod])) => sem_t.5.13.5 Classes of Modal AdverbsThis subsection outlines informal results of the semantic analysis of modal adverbswe pursued, without implementing them in the version of MDS. We provided a�ner classi�cation of modal adverbs which seems to be consistent with the seman-tic information conveyed by them on one hand, and �ts the strategy to representsemantic information in VerbMobil on another hand.The classes of modal adverbs were identi�ed after two general criteria:� structural properties { account for the semantic entities they can apply to� nature of the modi�cation { account for the semantic e�ect of the modi�erappliedFor example, the modal adverbs accounted for show types of modalities withthe following structural properties:� sentence internal modalities. These modalities belong to one sentence. Theyare to be classi�ed as event modi�ers20.� sentence external modalities. These modalities belong to di�erent sentences,i.e. they denote relations between two DRS-es.Two groups of modal adverbs were distinguished.� on the basis of their structural properties{ the �rst group can refer to smaller semantic entities { events, modi�ersetc.20Preliminary discussion on types of modi�ers can be found in (Eberle (1995)) 55



Mariana Damova
SourcePred ! TargetPredecht1 ! null predecht1 ! really1ganz2 ! quitekomplett ! totallyglattweg ! absolutely1rundweg ! atlyvoellig ! entirelyvollends ! whollyziemlich ! quiteallerdings ! but2bestimmt ! certainlyeigentlich ! actuallyeventuell ! maybefast ! almost1gegebenenfalls ! if necessaryherum ! around1moeglicherweise ! if possiblenatuerlich ! of coursenotfalls ! if necessaryprinzipiell ! basicallyschaetzungsweise ! roughlyschlimmstenfalls ! at worstsicher ! certainlysicherlich ! surelysowieso ! anywaystrenggenommen ! strictly speaking1unwahrscheinlich ! probably notvielleicht ! maybevielleicht ! perhapsvielleicht ! possiblywahrscheinlich ! probablywomoeglich ! possiblyzirka ! approximatelyzur not ! if necessaryzweifellos ! undoubtedlyTable 5.3: Transfer PredNames of the modal adverbs in the MDS.
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Mariana Damova{ the second group can refer to a whole DRS� on the basis of the type of their semantic contribution{ the �rst group is neutral to the information in the previous discourse(context independent){ the second group introduces semantic nuances which can only be ac-counted for in connection with the previous discourseWe illustrate the �rst group with the example of the modal adverb komplett,and the second group on example of the modal adverb allerdings.5.13.6 KomplettKomplett is representative of the group of modal adverbs which introduce a modalityrelevant for the event described by a single sentence. Thus, they are expected toappear in the DRS as event modi�ers (ex.(2.22)).(5.22) Montag k�onnen wir komplett vergessen.266666666664
DRS2666666664k�onnen: 126666664DRS266664vergessen : 22664dimen conditiondimen inst : 2dimen pred : komplettdimension : modality 3775 377775 37777775

3777777775
377777777775Modal adverbs of this group do not relate to eventualities described in the pre-ceding discourse, (or the events described in the previous discourse). Compareexample (2.23a) and (2.23b). The presence of the adverb komplett in sentenceRFD:DE017, example (2.23a), and the absence of the adverb komplett in sentenceRFD:DE017, example (2.23b), shows that this adverb does not seem to be re-lated to the interpretation of the discourse relations in the whole discourse, as itdoes not semantically contribute to the coherence of the discourse, but just to theinterpretation of the event described by sentence RFD:DE017.(5.23) (a)RFD:EL016:I can't make it at the beginning; I'm on vacation then.RFD:DE017: ach, da k�onnen wir den Oktober ja komplett vergessen,aber nicht den November.RFD:VM018: oh, so we can totally forget about October, but notNovember. x y ex = wiry = Oktobere: vergessen(x,y)komplett(e)
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Mariana Damova(b)RFD:EL016: I can't make it at the beginning; I'm on vacation then.RFD:DE017: ach, da k�onnen wir den Oktober ja vergessen, aber nichtden November.RFD:VM018: oh, so we can forget about October, but not November.x y ex = wiry = Oktobere: vergessen(x,y)Another property of this class of modal adverbs is that they do not only apply toevents, but also to other types of modi�ers (Mod), and to DRS{operators (DRSop),as it is shown in ex. (2.24) and (2.25a-c).(5.24) mfd1 4 04:das pa�t wunderbar. der 16te ist bei mir komplett frei(Mod). ich w�urdesagen wir tre�en uns dann um 9 Uhr. Ort entscheiden Sie bitte.(5.25) (a) Er hat seinen Termin fast vergessen (E).(b) Er ist fast fertig (Mod).(c) Er ist fast immer (DRSop) zu sp�at.Other modal adverbs belonging to the group of komplett are: fast, echt, prinzip-iell.5.13.7 AllerdingsFirst, the modal adverb allerdings does not always apply to the event describedby the sentence, as it normally modi�es its �nite VP. For example, modal verbsin general do not describe an event, but introduce a modal condition, and as thesentences in (2.26), and (2.27) show, allerdings applies to the modal verb k�onnenand not to the described event by the verb machen.(5.26) Allerdings k�onnen wir das Tre�en montags machen.26666664DRS266664k�onnen: 12664dimen conditiondimen inst : 1dimen pred : allerdingsdimension : modality 3775�DRS�machen : 2 � � 377775 37777775(5.27) Allerdings wollte er montags kommen.Second, allerdings introduces a semantic nuance which semantically relates tothe information conveyed by the previous sentence. 58



Mariana Damova(5.28) mps1 1 19:Ist bei mir etwa schlecht. Allerdings k�onnte ich um 11 noch einen Terminreinschieben.We interpret the semantic role of allerdings in example (2.28) in the followingway. It is not only a sentence adverb, which refers to a Dimension Modality. Itssemantic interpretation is connected with the information of the previous discourse.A rhetoric relation of contrast with the previous sentence, similar to the relationintroduced by the conjunction aber, is conveyed by the sentence containing allerd-ings.Other modal adverbs belonging to the group of allerdings are: vielleicht, eigentlich.They also relate to two DRS-s, but they convey other types of rhetoric relationsbetween them.The reported semantic classes of modal adverbs were not implemented becauseof the uniform output of the Semantic Construction.5.13.8 Future WorkIt is necessary to determine and represent by means of distinguishing marks inthe lexicon on example of the analysis of komplett and allerdings: 1) what kind ofmodalities can be expressed by the modal adverbs; 2) what semantic entities canbe modi�ed or bound by means of modal adverbs; 3) what are the semantic e�ectsof di�erent types of Modalities, which can be introduced by modal adverbs.
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Kurt Eberle5.14 Temporal Adverbs5.14.1 The Semantics of Temporal AdverbsThe Verbmobil analyses of the temporal adverbs of the demonstrator corpus usethe classi�cation of temporally localizing adverbials described in Eberle and Kasper(1994): temporally localizing������ QQQQQQby itself relational���� QQQQ ���� QQQQexact dateApril 3, 1991 context dependentMontag(on Monday) deicticgestern(yesterday) anaphoricvorher(before)Figure 5.1: The Class of Temporally Localizing AdverbialsThe classi�cation distinguishes between modi�ers of the verbal phrase that byitself introduce a temporal anchor for the event introduced by the VP and modi�ersthat relate the VP event to a contextually given time. The �rst class is subdividedinto globally exact dates and dates that are only locally exact, i.e. with respectto a particular time slice. Since the exactness of this class of dates depends on acontextually given particular time slice, we call them context dependent or pseudoexact dates (pexact for short in the following). Obviously, all exact calendar datesare exact dates, but also events that are cultural common knowledge of the speechcommunity, like Second World War or the reign of Henri VIII.The second class consists of the deictic expressions, that refer to the temporalparameter of the utterance situation, the now, and of the anaphoric expressions,that refer to times introduced by the text. Deictic expressions are jetzt (now), heute(today), gestern (yesterday) : : : , anaphoric expressions are (am Tag) vorher ((theday) before), danach (after this), w�ahrenddessen (during this) : : : .In order to characterize the adverbs along these lines the semantic lexicon of thedemonstrator uses the parametrized features as introduced in �gure 5.2. 21In contrast to Reichenbach's general reference time (Reichenbach (1947)), in �gure21Compare Eberle (1995) for a more detailed description of features that characterize the se-mantic contribution of lexical items. 60



Kurt EberleFeature Descriptiontemploc(exact(@SORT,REL-E-L)) exact temporal location with:@SORT: the domain model sort that is assigned to the location timeREL-E-L: the relation between the VP event (E) andthe introduced location time (L)example: 1994 =)temploc(exact(jahre c,�))temploc(pexact(@SORT,REL-E-L)) 'pseudo' exact temporal location with:@SORT: the domain model sort that is assigned to the location timeREL-E-L: the relation between the VP event and the location timeexample: montags =)temploc(pexact(tage c,�))temploc(rel(st,REL-L-R,REL-E-L)) relational location with deictic reference, where:st: indicates the reference to the speech time andREL-L-R: the relation between the location time and thereference time, which, here, is the speech timeREL-E-L: the relation between the VP event and the location timeexample: heute =)temploc(rel(st,�,�))temploc(rel((rt;pt),REL-L-R,REL-E-L)) relational location with anaphoric reference where:rt ; pt: indicates the reference to the actual reference timeor perspective time andREL-L-R: the relation between the location time andthe reference time, and the perspective time respectivelyREL-E-L: the relation between the VP event and the location timeexample: sp�ater =)temploc(rel(rt,�,�))Figure 5.2: Temporal Features5.2 we make use of a �ne-grained distinction of location time, reference and perspec-tive time for the analyses of adverbs. This follows suggestions for DRT analyses oftense forms and adverbials as described in Kamp and Rohrer (1985), Eberle (1991),Eberle and Kasper (1994) and others.The classifying features are used as arguments of the semantic macros that areassigned to the adverbs in the lexicon. The thus classi�ed adverbs, by expandingthe macros, are interpreted as partial DRS that, informally, can be rendered as in�gure 5.3.Figure 5.3 shows that adverbs that refer to the speech time introduce an externalanchor (cf. Asher (1986) for an early introduction of external anchors into DRT)that links the discourse referent for the speech time to the speech time of the givenutterance situation. Adverbs that refer to the reference time (or perspective time)introduce a �-condition. �-conditions specify requirements of presupposition reso-lution. The introduction of this condition type follows van der Sandt (1992), alsoin that anaphora resolution is understood as a speci�c case of presupposition reso-lution. We emphasize that, in the line of Partee (1973), Kamp and Rohrer (1983)Eberle and Kasper (1989) and others, we conceive the task of �nding the temporalcoordinates that determine the position of new events and times within the temporalstructure of the preceding text as anaphora resolution, and call it temporal resolu-tion. The temploc(rel(rt, , ))-adverbs introduce speci�c �rt-conditions. That meansthat the DRF of the �-DRS, Rt, has to be identi�ed with (one of) the actual refer-ence time(s). The �-DRS can specify constraining information about this referentif the adverb or tense provides such information. Accordingly, temploc(rel(pt, , ))-
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Kurt Eberletemporally localizing adverbs�������������������� ������ `````````````̀�������� HHHHHHHH1989 montags k�urzlich bisher+ + + +temploc(exact(jahre c,�)) temploc(pexact(tage c,�)) temploc(rel(st,<,�)) temploc(rel(pt,meets,�))+ + + +�DRSe t DRSee � t <t;1989> �DRSe t DRSee � t�tloc: tdofw(t,1) �DRSe t DRSek�urzlich(t,St)t < Ste � t <St;now> �DRSe t DRSebisher(t,Pt)t meets Pte � t�pt: Pt@@@ ���tloc: st dist tloc: st prec tloc: st perfFigure 5.3: The Meaning of Temporal Adverbsadverbs introduce �pt-conditions that has to be resolved to an actual perspectivetime. A perspective time is a reference time that, roughly, functions as a trans-posed now: For instance, the point in the past from which a ashback starts - astory that is embedded in the main story - is a perspective time with respect tothe ashback events. temploc(pexact( , ))-adverbs introduce �tloc-conditions. Theannotation tloc triggers the search for a location time of an actual reference event.Normally, in the context of pexcact-adverbs, locations are found that serve as timeframe for the unique determination of the �tloc-referent via the sortal descriptionof this referent: For instance, the context provides a week that allows for the exactdetermination of an adverb whose referent is sorted tage_c like montags. In �gure5.3 we have used canonical interval relations (cf. Allen (1983)) for describing therelationship between location time and located event, and between location timeand the di�erent contextual times in the case of the relational adverbs. In the im-plementation, however, the domain model provided only a subset of the relevantrelations that, since introduced for other purposes, also showed a sometimes mis-leading naming convention. This and the fact that the semantics omitted to takeinto account the impact of the adverbs on the Aktionsart of the modi�ed eventsmark natural extensions of the demonstrator semantics towards a semantics for theverbmobil prototype.Using the described features, the following entries of the semantic lexicon werespeci�ed:lex(morgens) => temporal_adv_sem(morgen1,temploc(pexact(tageszeit_c,temporal_inclusion_rel))).and by the same characterization:vormittags, mittags, nachmittags, abends
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Kurt Eberlelex(montags) => temporal_adv_sem(rpred(montag),temploc(pexact(tage_c,temporal_inclusion_rel))).and by the same characterization:dienstags, mittwochs, donnerstags, freitags, samstags, sonnabends, sonntags.(The function rpred applied to the days of the week introduces an interlingua de-scription of the day speci�cation, that, therefore, remains constant when the sourcerepresentation is translated into the target representation, viz. the second partialDRS in �gure 5.3).lex(damals) => temporal_adv_sem(damals,temploc(rel(st,temporal_point_posterior_rel,temporal_inclusion_rel))).The other adverbs of the demonstrator corpus classi�ed as related to the speech timewere:gestern, heute, jetzt, k�urzlich, morgen, seinerzeit, soeben, �ubermorgen, vorgestern,vorhin, zur Zeit.An entry that exempli�es the relation to a perspective time is:lex(bisher) => temporal_adv_sem(bisher,temploc(rel(pt,temporal_frame_end_rel,dur_temporal_inclusion_rel))).Other adverbs classi�ed as introducing a location time that relates to a contextuallygiven perspective time are:bislang, eben, einstweilenThe demonstrator class of adverbs with the weakest requirements on the contextualanchor (it must only have the quality of being an actual reference time) consists oflex(bald) => temporal_adv_sem(bald,temploc(rel(rt,temporal_point_anterior_rel,temporal_inclusion_rel))).and of:bereits, dann, endlich, gleich, inzwischen, nachher, neulich, schlie�lich, seitdem,sofort, unterdessen, unversehens, vorerst, vorher, zun�achst, zwischendurch.In contrast to exact dates the extension of only locally exact location descrip-tions does not consist of one single interval or time point but of a set of intervalsor time points that is reduced to a unique location time only by means of contex-tually driven presupposition resolution. So, without the presuppositional contri-bution, montags speci�es the introduced location time only as a non further char-acterized monday. This seems to be the reason why it is possible to comprehendpexact adverbs also as quantiers that claim that each time that is characterizedaccording to the existential reading of the adverb serve as location time for anevent that is characterized by the VP representation. The feature quant applied totemploc(pexact(@Sort,Rel)) characterizes this reading. The restrictor of the cor-responding duplex condition restricts the variable that is quanti�ed over to @Sortand in the nuclear scope the variable is used as location time of the event, according
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Kurt Eberleto temploc(pexact(@Sort,Rel)).lex(morgens) => temporal_adv_sem(morgen1,quant(temploc(pexact(tageszeit_c,temporal_inclusion_rel)))).lex(tags) => temporal_adv_sem(tag1,quant(temploc(pexact(tageszeit_c,temporal_inclusion_rel)))).lex(montags) => temporal_adv_sem(rpred(montag),quant(temploc(pexact(tage_c,temporal_inclusion_rel)))).lex(feiertags) => temporal_adv_sem(feiertag,quant(temploc(pexact(tage_c,temporal_inclusion_rel)))).and similarly the other tageszeit_c- and tage_c-characterizations.Other quantifying expressions without a similar characterization of the range thatis quanti�ed over are:lex(einmal) => temporal_adv_sem(einmal,quant(exist)).lex(immer) => temporal_adv_sem(immer,quant(univ)).lex(jedesmal) => temporal_adv_sem(immer,quant(univ)).lex(nie) => temporal_adv_sem(nie,quant(neg)).lex(niemals) => temporal_adv_sem(nie,quant(neg)).lex(dauernd) => temporal_adv_sem(dauernd,quant(pos)).The assumption is that with these characterizations quanti�ers over non furtherspeci�ed situations are introduced such that the situations embed the event fromthe VP description. Next to dauernd the other positive temporal quanti�ers inVerbmobil are:h�au�g, je, kaum, manchmal, mehrmals, meist, oft, selten, so oft, vielmals, x mal,zig mal.The German present tense is notoriously ambiguous when compared to its possibleEnglish translations. Simplifying the data, normally, on the one hand the Germanpresent tense introduces an event or state that overlaps with the situational now.In this case the target tense form will be present or present progressive. On theother hand, the event or state reported can be situated after the now. In that casethe target tense will be future (cf. Butt (1995b)). Localizing adverbs help to ob-tain the correct translations. Without going into detail, we mention that exact and'pseudo' exact dates per default do not overlap with a given now and, therefore,anchor the VP-event or -state at a certain distance of the now, what results in anon-present translation of German present tense in such cases. In order to keeptrack of this information for the transfer, the semantics of the temporal adverbsspecify a feature tloc. Exact and locally exact dates introduce the value st_dist:i.e. the location time does not overlap with the now of the utterance (at least thisis the assumption as long as there is no contradicting information from an inferencemodule). Relational adverbs can introduce other values that are relevant for thetranslation of the tenses (in particular of German present tense). Figure 5.3 showsthat k�urzlich introduces the value st_prec. This value marks the present tense of aVP that is modi�ed by a corresponding adverbial as historical present, because insuch cases the introduced event or state is located before the now of the utterance.The value st_perf, that is introduced by adverbs like bisher, means that a locationtime is introduced that directly relates to the speech time, or that relates to thespeech time via identi�cation of perspective time and speech time in case of presenttense utterances, in such a way that the present tense of a VP that is modi�ed by
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Kurt Eberlea corresponding adverbial normally is translated into English present perfect.For details of the analysis of the tenses in Verbmobil, compare the section 9 inthis handbook and Butt (1995b).
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Miriam Butt5.14.2 Semantic Representation of Temporal AdverbsThe semantic representation of temporal adverbs followed the classi�cation pro-posed by K. Eberle in section 5.14.1.5.14.3 Transfer of Temporal AdverbsAs described above, within the recursive transfer concept the actual formulation oftransfer rules for adverbs is fairly straightforward. For most of the temporal adverbsin table 5.14.3, the standard transfer rule, repeated below as ex. 5.29, was used.SourcePred ! TargetPredbald ! soondamals ! thendann ! theneinmal ! onceeinstweilen ! for the time beinggerade/grade ! right, now, justgestern ! yesterdaygleich1 ! rightgleich2 ! right awayheute ! todayirgendwann ! at some pointk�urzlich ! recentlymal ! null predmorgen ! tomorrownachher ! afterwardsneulich ! the other dayseinerzeit ! at that timeseitdem ! since thensoeben ! just nowsofort ! right away�ubermorgen ! day after tomorrowunterdessen ! in the meantimevorgestern ! day before yesterdayvorher ! before thenvorhin ! a little while agozwischendurch ! in between(5.29) tau_lex(SourcePred, TargetPred, [tau(#Mod,#Args)],#Args,mod([#Mod])) => sem_t.The determination of transfer equivalences of these adverbs was based on an ex-amination of Verbmobil dialogs available at the time, in particular on the BlaubeurerDialoge. In some cases, additional conditions had to be postulated in order fortransfer to take place. These are described below. 66



Miriam Butt5.14.3.0.1 Interesting Cases Given that contextual information is not avail-able for the disambiguation and translation of anaphoric adverbs, it has been nec-essary to �nd the most generally applicable translation for highly ambiguous itemslike da and dann (Ehrich 1992), mal, gerade and gleich.Da and Dann The pronominal da can function as a locative or temporal adverb,a true locative pronoun, as a conjunction equivalent to the English as or since, or asa discourse particle. All of these readings, except for the locative, are also possiblefor dann: it can serve as a temporal adverb, as a sequential conjunction equivalentto the English then, or as a discourse particle.Within the current implementation, only one variety of da and dann each arerecognized by the Semantic Construction: locative da and temporal dann. The taskof transfer is simpli�ed in the extreme: da is realized in an interlingua representationfor locative there, and dann is always translated as then.For a more in-depth discussion of da and dann see Hamp (1995) and Butt (1995).Mal, Gleich, and Gerade The German mal was originally analyzed as a quan-ti�er in the semantic lexicon, in analogy to einmal, zweimal, etc. However, a closelook at its usage shows that mal does not have any quanti�cational e�ects, butinstead functions as a discourse particle with no overt English translational equiv-alent.(1) KarlsD7:9 ich bin mal durch den Terminkalender gestolpert : : :KarlsE7:9 I stumbled through my appointment-book : : :The adverbs gleich and gerade are also used similarly as discourse particles whichserve to focus, or intensify, a particular part of an utterance ((2)). Both can alsobe used as temporal adverbs ((3)).(2) a. D1:11 wollen wir's dann gleich am Montag den dritten Mai machenE1:11 do we want to do it right on Monday the third of May thenb. KarlsD2:16 warten Sie gerade f�unf Minuten auf michKarlsE2:16 just wait �ve minutes for me(3) a. KarlsD2:16 ich sage meiner Sekret�arin gleich BescheidKarlsE2:16 I will tell my secretary right awayb. KarlsD7:1 wo bist Du geradeKarlsE7:1 where are you nowAnother very interesting use of gerade, which we have not been able to take intoaccount for the Demonstrator, is shown in (4) and (5).(4) KarlsD10:5 ja elf Uhr f�unfzehn sehe ich gerade da bin ich in einer BesprechungKarlsE10:5 yes, eleven �fteen, I've just noticed I am in a meeting then(5) Ich erk�are ihm gerade den Weg.I am/was just telling him how to get there.
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Miriam ButtThe examples in (4) and (5) illustrate an interesting di�erence between a perfectand a progressive use. Since the progressive is usually analysed as being sensitiveto Aktionsart, this possibility was investigated. However, the relevant parameterwith respect to gerade seems to be punctuality, which is not factored into the rep-resentation of Aktionsart: in (5) the explanation of a route may take a while, whilein (6) the German einfallen can only be momentaneous.(6) ach, da f�allt mir gerade was einoh, I just remembered somethingA more extensive look at the parameter of punctuality is necessary in orderto determine whether it should be factored into the model of Aktionsarten, as issometimes suggested with regard to achievements, or whether it more properlybelongs in the realm of world knowledge as suggested by Egg (1994).5.14.3.0.2 Future Work A more extensive analysis of the adverbs needs to beundertaken, in terms of both a more extensive coverage of data, and an extensionof the semantic evaluation of the temporal information that is contributed by theseadverbs.

68



Mariana Damova5.15 Focus AdverbsThis section describes the treatment of focus adverbs in the Transfer module of theMDS. We understand under focus adverbs the semantic subclass refered to in theliterature as focus particles (see K�onig (1991)) or focus sensitive particles (see Bos(1995)). After Johan Bos these particles do not introduce a focus themselves, butthey have the property to apply to constituents, which are focused and prosodicallystressed. The focus sensitive particles introduce presuppositions, which dependon the constituents in focus that appear in their scope. Furthermore, Bos claimsthat "the focus particles do not add anything to the meaning of the sentence, butrather "judge" whether the sentence in which they appear is acceptable in a givencontext or not." K�onig on the other hand observes that focus particles in Germanand in English do have a lexical meaning, and outlines general parameters thatplay a role in their semantic analysis. These parameters are: 1) the scope of thefocus particles, 2) alternatives { focus particles set restrictions on the selection ofalternatives, in the framework of conception of focus as a relation between thevalue of a focused expression and a set of alternatives 3) scales { focus particlesset selection restrictions for alternatives ordered with respect to the focus valuein a certain way, 4) evaluation { focus particles set selection restrictions inducingan order for the value of the focus and the altrenatives under consideration alsoexpress an evaluation. He also emphasizes that the contribution made by a particleto the meaning of a sentence depends on the meaning of two components of thatsentence: (a) on that of its focus and (b) on that of its scope. It seems that thestructural account considered by Bos, and the meaning account considered by K�onigin combination will give an optimal framework to deal with focus adverbs.The semantic representation of focus adverbs in MDS is discussed in the follow-ing section.5.15.1 Semantic Construction of Focus Adverbs in MDSFocus adverbs were de�ned in the semantic construction of MDS as sentence ad-verbs with scope over the whole sentence. They introduce a phi condition into thesemantic structure (see ex.(2.29)), and their scope is designed to be always overconstituents describing states or events (see phi arg in ex.(2.29)).(5.30) Er kommt auch.2666666664DRS26666664DRS tphi conditionphi arg => �kommen : 1 �phi op : alternativephi pred : auch
37777775
3777777775Each focus adverb is assigned a semantic type refering to the presuppositionit conveys. A feature FocusOp (focus operator) is introduced into the semanticlexicon to make this explicit. Thus, the form of the lexical entry for focus adverbs
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Mariana Damovain the semantic lexicon consists of a lexeme, a semantic subclass, a PredName anda FocusOp (see ex.(2.30)):(5.31) lex(LEXEME) => focus_adv_sem(Pred, FocusOp)The attributed values of FocusOp in the Semantic Construction of MDS are:alternative, temp, event, grad (see table 5.4). They reect the pursued analysis ofthe possible semantic e�ects triggered by focus adverbs22.ADVERB PredName FocusOpauch auch alternativedenn denn1 ##erst erst tempgerade gerade eventh�ochstens h�ochstens gradnoch noch temp;eventTable 5.4: Values of the feature FocusOp in the MDS with examples of focus ad-verbs.5.15.2 Size of the DataFocus adverbs in the wordlist issued by the University of Bielefeld (see sem lex2.stuf)count 33:alternativ auch ausserdem doch denn dann erst gerade grade gleich h�ochstensinsofern ja mal mindestens noch nochmal nur schon selbst sogar sonst wenigstenswieder wiederum wohl zumindest ausnahmsweise �uberhaupt ausschliesslich fr�uhestenssp�atestens sp�aterSixteen of them occur in the Testsuite of Dialogues for MDS:dann noch auch ja doch denn nur schon nochmal sonst gleich gerade erst wiederausnahmsweise mal5.15.3 Determination of Readings and PredNamesThe lexically ambiguous adverb h�ochstens will be the example for the strategyadopted in the Transfer module of MDS to chose equally ambiguous English equiv-alents of German PredNames to be the transfer PredNames.22As the purpose of the present paper is to report about the actual realizations in MDS, we willnot comment here further on the transparent possiblities to extent the semantic classi�cation offocus adverbs, and on ways to interpret the de�ned FocusOp. As auch, ausserdem and ausnahm-sweise were given the same FocusOp value: alternative, but the character "things" refered to bythese alternatives is not intuitively one and the same.
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Mariana DamovaThe translations of h�ochstens, and respectively their readings, in Pons (see[Pons83]) are: 1) not more than (nicht l�anger als; nicht mehr); 2) at the most,at best (bestenfalls); 3) except (au�er). H�ochstens is translated in the testsuite ofVerbMobil with the words: only, only possibly, possibly (ex.(2.31),(2.32)). Theselexical equivalents correspond to the second reading quoted in Pons: at the most,at best. The other two readings do not occur in the context of VerbMobil.(5.32) h�ochstens ! only possiblyHOMN038:mm, den 28sten kann ich auch nicht, da bin ich in Berlin, 21sten hab ichallerdings auch einen sehr langen Termin, da seh ich schwarz, da� ich denverschieben kann. wir k�onnten's h�ochstens so machen, am 7ten und am14teMm, I can't make the twenty-eighth either, I'll be in Berlin then, on thetwenty-�rst I do also already have a very long appointment, I don't think Ican reschedule that. We could only possibly do it so that it is on theseventh and the fourteenth.(5.33) h�ochstens ! onlyHOMN044:den 6ten bin ich leider auch au�er Haus, da w�ar, seh ich auch keineM�oglichkeit, das zu verschieben. es w�ar h�ochstens dann 13te, ja , da k�onntich vormittags, und,eh, I'll be out of town on the sixteenth as well, there is, I don't see arescheduling possibility there either. There would only be the thirteenth,yes, I am free in the morningA problem was to decide how to represent this reading in PredNames in orderto provide enough information to the Generation that the lexical meaning at themost is to be lexicalized into possibly, only in that particular contexts.Two possibilities to cope with this problem exist:1. to write one tau rule which would transfer the predicate h�ochstens into thepredicate only possibly.2. to �nd the reason why it is possible from the lexical meaning at the most to getthe lexicalization only possibly, and to motivate by structural representationand compositional account the lexical mismatches.The transfer rule of h�ochstens in MDS consented the �rst option (see (ex.(2.33))):(5.34) h�ochstens ! only possiblyIn addition, we provided an analysis of the interpretation of h�ochstens in thecontext of VerbMobil and informally proposed ways to consider the second option,which are briey discussed in the following.In the two examples above h�ochstens occurs in contexts where possibilities abouttemporal location of one event are described. The possibility is denoted in the �rstexample by the conjunctive, and the meaning of the modal verb k�onnen itself. Inthe second example { by the noun M�oglichkeit (possibility), and the conjunctive71



Mariana Damovaof sein (to be) { w�are. Furthermore, the morphology of h�ochstens is a superlativedegree of the adverb hoch. The comparison degrees of adverbs and adjectives haveparticular semantic content. Thus, information about the superlative degree andthe scalar character of the adverb should be available in the semantic lexicon, andinformation about the semantic content of the entity the adverb has scope over (inthis particular case { a possibility) should be provided. The interpretation of thecombination between the meaning of the superlative, the scale and the possibilityderives justi�ed lexicalisation of h�ochstens into only and possibly, which correspondsto the intuitions conveyed by the examples above (ex.(2.31),(2.32)). 23In order this to be realized, it is necessary to introduce the relevant distinguishingmarks at relevant places in the lexicons of the system, and to make sure that therepresentation of the right semantic structures with the available mechanisms willbe possible.5.15.4 DisambiguationThe highly ambiguous adverb noch will be our example to show the process ofdisambiguation of focus adverbs in MDS. We considered two readings of this adverb:1) noch temporal (ex.(2.34)), 2) noch eventive (ex.(2.35)), which reect the semanticentity each of them has scope over. Noch in the �rst reading has scope over temporallocation of an eventuality described, and in the second reading { over the eventdescribed. These two readings were felicitously translated into the English still,and just.(5.35) noch temporal ! stillKA:11:mps1 1 03:tut mir leid, am 13ten April, bin ich noch im Urlaub.I am sorry. on the thirteenth of April I will still be on vacation(5.36) noch eventive ! justHI:2:mps1 1 09:Wenn Sie mir noch kurz erkl�aren wie ich zu Ihnen kommeIf you would just briey explain how to reach youThe lexical entry of noch contains two disjoint FocusOp relevant each for one ofthe two cited readings (ex.(2.36)).(5.37) lex(noch) => focus_adv_sem(noch,temp;event).The semantic construction delivers an ambiguous output, as the value of thephi op contains two disjoint values (ex.(2.37)).23The lexical entry for h�ochstens should contain the following information: "this is a focusadverb, which is scalar (i.e. it refers structurally to a semantic entity, which can be evaluatedthrough a scale), and refers to the superlative value of the scala. What scale is exactly consideredis determined structurally through the scope of the adverb. If the scope is on a semantic entity,which describes a possibility, regardless from the fact whether this information comes from a verb,or from a noun, one looks for the quantitative values of this scale of the possibilities. It is obviousthat there is only one possibility which could be at the superlative value of the scale of possibilities.After all this the lexicalisation of h�ochstens into the English only can be justi�ed. Moreover, thisinterpretation corresponds to the intuitions conveyed by the examples above.
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Mariana Damova(5.38) Ende Juni bin ich noch im Urlaub.2666666664DRS26666664DRS tphi conditionphi arg => �im Urlaub sein : 1 � timeloc : Ende Juniphi op : temp; eventphi pred : noch
37777775
3777777775The disambiguation of noch takes place at the level of Transfer. The marksfor disambiguation were the semantic indexes of the sorts of the eventuality, whichwas in the scope of the adverb. Thus, a stative eventuality triggered the tem-poral reading of noch (ex.(2.38)), and an event triggered the eventive reading ofnoch(ex.(2.39)).(5.39) Ende Juni bin ich noch im Urlaub.26666666666664

DRS266666666664
DRS tphi conditionphi arg => 2664markersort : staticto be on vacation : 1 3775 timeloc : end of Junephi op : tempphi pred : still

377777777775
37777777777775(5.40) Ich erkl�are noch kurz.26666666666664

DRS266666666664
DRS tphi conditionphi arg => 2664markersort : dynamickurz erkl�aren : 1 3775phi op : eventphi pred : just

377777777775
37777777777775The conditions for disambiguation are intergrated in the two tau rules producedto cover the two readings of noch (ex.(2.40),(2.41)).(5.41) tau_lex(noch, still, [tau(#Mod,#Args)], #Args, mod([#Mod]) &sem:idx_sem(sort:statisch_c)) => sem_t.(5.42) tau_lex(noch, just,[tau(#Mod,#Args)],#Args,mod([#Mod]) &sem:idx_sem(sort: ~statisch_c)) => sem_t. 73



Mariana Damova5.15.5 Transfer PredNames of Focus Adverbs in MDSThe transfer of focus adverbs was basically carried out at level of PredNames. Theshape of the transfer rule was the standard one, quoted in Section 5, ex.(2.3), andrepeated here as ex.(2.42).(5.43) tau_lex(SourcePredName, TargetPredName,[tau(#Mod,#Args)],#Args,mod([#Mod]) => sem_t.The German PredNames with their English equivalents are listed informally intable 5.5. SourcePred ! TargetPredalternativ ! alternativelyauch ! tooausserdem ! furthermoredann1 ! then1denn1 ! null preddoch ! after allerst ! null prederst ! onlyhoechstens ! only possiblyja1 ! null predinsofern ! so farmindestens ! at leastnoch ! stillnoch ! justnochmal ! againnur ! onlyselbst1 ! evenschon ! alreadysogar ! evensonst ! otherwisewenigstens ! at leastwieder ! againwiederum ! on the other hand1wohl ! null predzumindest ! at leastausnahmsweise ! for oncefruehestens ! at the earliestspaetestens ! at the latestspaeter1 ! later1Table 5.5: Transfer PredNames of the focus adverbs in the MDS.The following section outlines the results of the semantic analysis of focus ad-verbs, which were not implemented in MDS. It addresses the problems of ambigui-ties, and heuristics for disambiguation in the processing of focus adverbs. 74



Mariana Damova5.15.6 Scope Ambiguities and Heuristics by Processing ofFocus AdverbsFocus adverbs were designed in the Semantic Construction module of MDS as par-ticles which can have scope over states or events. The examples in (2.43),(2.44),show however that this is not always true. Noch has scope over the negation in(2.43), and over the individual Termin in (2.44). Furthermore, examples (2.43) and(2.44) illustrate two more readings of the adverb, which were not accounted for inMDS. These two additional readings can be seen in their translations into English.Noch with scope over negation is translated into not yet, and with scope over theindividual { into another.(5.44) HI:5:moc1 1 18:Das kann ich noch nicht sagen.(5.45) MHK:1 1 02:aber wir brauchen noch einen Termin.The two sentences in ex.(2.43) and (2.44) conform di�erent semantic representa-tions, from the one given in ex.(2.29). The disambiguation conditions in these twocases are to be found in the type of semantic entity which falls in the scope of theadverb noch. In fact if a structurally suitable output of the Semantic Constructionwill be provided, part of the disambiguation process will take place at that level, andconsequently this will make possible the correct transfer of these two occurrencesof noch.Moreover, noch shows further ambiguities, depending on the prosodically stressedconstituent of the sentence, as shown in ex.(2.45a-c). The sentence in (2.45a) de-scribes a situation in which an enumeration of events is presupposed (reading:among other events), the sentence in (2.45b) describes a situation in which anenumeration of individuals is presupposed (reading: one more x), the sentence in(2.45c) describes a situation in which a �nal element of a �nite enumeration ofindividuals is presupposed (reading: only one more x).(5.46) (a) aber wir brauchen noch einen Termin(b) aber wir brauchen noch einen TERMIN(c) aber wir brauchen noch EINEN TerminThese three examples would trigger di�erent representations. Information help-ful for deciding what semantic structure is relevant can be provided by the outputof the prosodic pro�le of the expression (see ex.(2.46 a-b)).24(5.47) (a) noch with scope over individuals ! one more xdaten/n002k/nps1k002.cpr:sollen wir gleich im M�arz noch EINEN ANDERN Termin ausmachenoder wann pa�t 's Ihnen am besten(b) noch with scope over a described event ! among other eventsdaten/n019k/nhk1k002.apr:24The analysis and the interpretation of the readings of noch depending on the prosodic infor-mation were discussed with and approved by Jorg Meier. 75



Mariana Damovao�ensichtlich am Telefon aber wir brauchen noch einen TERMINsoweit ich wei�Thus, the scope of noch25 and the semantic properties of the entity which is inits scope, are of great importance to determine its reading. A process of semanticevaluation resulting in a structured semantic representation which accounts for thescope of the adverb will provide conditions to decrease the need of disambiguationin the Transfer module. A consideration of the prosodic pro�le of the expressionsin the process of semantic evaluation will furnish necessary information with thisrespect.5.15.7 Future workIt is still necessary to decide how to distinguish formally between the di�erent read-ings of one adverb and then how it is possible to represent them without losingvaluable semantic information. Means for structural repesentation of the scope,incorporation of prosodic information, and clearly elaborated account for the se-mantics of the focus operators will be of importance to achieve an e�cient futuredevelopment of the system VerbMobil.

25We used this adverb to show some phenomena proper for focus adverbs in general. 76



Mariana Damova5.16 Intensi�ersThis section describes the treatment of intensi�ers in the Transfer module of MDS.The subclass of intensi�ers has the property to apply to adverbs or adjectives, i.e.modi�ers with the semantic e�ect to introduce additional information on the degreeof intensity of the modi�ers (ex.(2.47a-b).(5.48) (a) Peter kommt sehr(int) sp�at(adv).(b) Peter lie�t ein sehr(int) interessantes(adj) Buch.Thus, an intensi�er and a modi�er form one constituent, which relates as a wholeto the rest of the expressions they occur in.5.16.1 Semantic Construction and Transfer of Intensi�ersThe intensi�ers in MDS are designed as applying to dimentional adjectives (seeSection 5.19), which occur in expressions as adjectives or as adverbs (ex.(2.48a-b)).(5.49) (a) Peter kommt sehr(int) sp�at(adv).(b) Wir machen einen sehr(int) sp�aten(adj) Termin aus.And the intensi�ers are represented within the dimension condition introducedby the dimensional adjective. They are refered to with the feature: dimen intensity(see ex.(2.49)).(5.50) Peter kommt sehr sp�at.2666666664DRS26666664kommen : 1266664dimen conditiondimen inst : 1dimen intensity : sehrdimen pred : spaetdimension : timeloc 377775 37777775
3777777775A special tau rule provides the transfer of this semantic group (see ex.(2.50)),which combines the lexical tau rule with one semantic macro.(5.51) tau_lex(SourcePred, TargetPred, tau_intens(#Args,#Sign), #Args,#Sign) =>sem_t.@tau_intens(list,sign) => list.tau_intens(#Args, ad_syn(#Mod & pred_name(#SourcePred))) =>true(tau_lex(#SourcePred,#TargetPred,[#XPSem],#Args,#Mod)) &[sem_lex(#TargetPred,[#XPSem]),#XPSem].tau_intens(#Args, ad_syn(#Mod & pred_name(#SourcePred))) =>true(tau_lex(#SourcePred,#TargetPred,[#NPSem,#XPSem],#Args,#Mod)) &[sem_lex(#TargetPred,[#NPSem,#XPSem]),#XPSem].
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Mariana DamovaSourcePred ! TargetPredecht2 ! null predecht2 ! really2durchaus ! absolutelyeher ! rather1etwas1 ! a bit1sehr ! very1ueberaus ! extremelyzu3 ! too1Table 5.6: Transfer PredNames of the intensi�ers in the MDS.5.16.2 Size of the Data and Transfer PerdNames for Inten-si�ersThe intensi�ers in the Wordlist for the Demonstrator (after sem lex2.stuf) countseven:echt, durchaus, eher, etwas, sehr, �uberaus, zu.Five of them occur in the Testsuite of Dialogues for MDS:echt, eher, etwas, sehr, zu.The transfer PredNames of intensi�ers are informally listed in Table 5.6.5.16.3 Future WorkThe semantic classes of adverbs and adjectives which can combine with intensi�ersare still to be set apart. Furthermore, some of the adverbs classi�ed in the groupof standard adverbs can occur in expressions as intensi�ers (see ex.(2.54)). Deepersemantic analysis of the semantic and combinatoric properties of intensi�ers willa�ect the present subdivisions of the classes of adverbs, and will provide conditionsfor even more e�ective transfer.

78



Mariana Damova5.17 Standard AdverbsThis section describes the treatment of standard adverbs in the Transfer moduleof MDS. The semantic subclass of standard adverbs illustrates the initial generalconception of the role of adverbs as modi�ers in VerbMobil. They have the propertyto apply syntactically to an entire expression, and to refer semantically to di�erentperspectives or circumstances of the eventuality described by the expression. Thisstructural de�nition did not account for further details concerning the semanticroles of the modi�ers. We will present in the following section the design of standardadverbs in the Semantic Construction module of MDS.5.17.1 Standard Adverbs in the Semantic ConstructionMod-ule of MDSStandard adverbs are analyzed as separate entity in the semantic representation,they intorduce a Basic Condition, which only contains explicit a PredName, asshown in ex.(2.51).(5.52) Leider komme ich montags.2664DRS24kommen : 1 �tlocation : montagsinst : 1 �24basic conditionpred : leiderinst : 1 35 35 3775Thus, the semantic lexical entry for standard adverbs is of the following form(see ex.(2.52)):(5.53) lex(LEXEME) => adv_sem(Pred)5.17.2 Size of the DataStandard adverbs in the Wordlist for the Demonstrator (after sem lex2.stuf) counttwenty two:beinahe, derart, etwa, gar, genaugenommen, gl�ucklicherweise, halbwegs, hin-durch, leid, leider, meinetwegen, nah, o�ensichtlich, p�unktlich, �uberhaupt, umsonst,ungl�ucklicherweise, weg, zusammen, besonders, insbesondere, insgesamt.Two of them occur in the Testsuite of Dialogues for MDS:leid, leider.Most of the listed adverbs can be intuitively assigned semantic properties of thede�ned in MDS subcalsses. For example �uberhaupt can be analyzed as focus adverb,as it has scope over di�erent entities (ex.(2.11a-c) in Section 2.10.6.2.). Leider andungl�ucklicherweise can be classi�ed as modal adverbs, as they seem to introduce amodality connceted to previous discourse, as allerdings does (see ex.(2.51),(2.53)),and compare with ex.(2.26),(2.27),(2.28)).
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Mariana Damova(5.54) WIL016/GRA017:Ungl�ucklicherweise habe ich am Mittwoch, den achten Juno wieder abmittags eine Konferenz hier in Hamburg.Unfortunately on Wednesday the eighth I have a conference in Hamburg.Beinahe and etwa can be in the semantic subclass of intensi�ers, as they alsoapply to other modi�ers (see ex.(2.54) and compare with ex.(2.29a-b)).(5.55) mps1 1 19:Ist bei mir etwa schlecht(adv).That's not so good.And o�ensichtlich, which is morphologically an adjective, can be assigned onlythe semantic class of dimensional adjectives.The next section considers the determination of PredNames, and the furnishingof transfer rules.5.17.3 Transfer PredNames of Standard Adverbs in MDSThe determination of the readings and the PredNames of the group of standardadverbs was pursued after the adopted strategies in the Transfer module (see Section2.10). The transfer PredNames of standard adverbs are informally listed in Table 5.7.The transfer rule for standard adverbs is the general one, cited in Section 5,ex.(2.3), and repeated here as ex.(2.55).(5.56) tau_lex(SourcePred, TargetPred, [tau(#Mod,#Args)], #Args,mod([#Mod])) => sem_t.5.17.4 Future WorkMany of the adverbs classi�ed as standard adverbs seem to belong to other semanticsubclasses. This makes di�cult to motivate the existance of a separate class ofstandard adverbs. Thus, it is necessary to revise the semantic status of the groupof standard adverbs in comparison with the other semantic subclasses of adverbs.Furthermore it is necessary to review the listed items as standard adverbs in MDS,and to reclassify them, in order to assign them the appropriate semantic subclassaccording to their semantic properties.
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Mariana Damova
SourcePred ! TargetPredbeinahe ! almostderart ! soetwa ! a bitetwa ! somewhatetwas2 ! a bitgar ! at allgenaugenommen ! strictly speakinggluecklicherweise ! luckilyhalbwegs ! halfwayhalbwegs ! more or lesshindurch ! through1hindurch ! throughout1leid ! sorryleider ! unfortunatelymeinetwegen ! for my partnah ! near1o�ensichtlich2 ! obviouslypuenktlich ! sharp1ueberhaupt ! null predueberhaupt ! generallyumsonst ! for nothingungluecklicherweise ! unfortunatelyweg1 ! away1zusammen1 ! togetherbesonders ! mainlyinsbesondere ! above allinsgesamt ! altogetherTable 5.7: Transfer PredNames of the standard adverbs in the MDS.
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Mariana Damova5.18 Discourse Relations { DISCRELThis section describes the treatment of word classes refering to "discourse relations"(henceforth discrel) in the Transfer module of MDS26. The semantic class of discelcontained conjunctions and adverbs with the properties to bind two expressions (seeex.(2.56), (2.57)).(5.57) mps1 2 02:wenn(conj) ich da so meinen Terminkalender anschaue, das sieht schlechtaus. ich kann Ihnen den Dienstag, 6ten April anbieten. oder(conj) Freitag.den 16ten April.(5.58) mps1 1 13:Montag 12ter April ist bei mir schon voll. Beziehungsweise(adv) da binich noch im Urlaub.Monday the twelfth of April is already tight for me. That is I am still onvacation then.So, lexemes of these word classes cannot be interpreted within one single expres-sion. Their semantic e�ect can be rhetorical or truth conditional, as they can supplyinformation on how the expressions relate to each other (the role of bezihungsweisein ex.(2.57)), or how the eventualities described by these expressions relate to eachother (the role of wenn and oder in ex.(2.56)). The word classes describing discourserelations were devided into subgroups which we will discuss in the following section.5.18.1 Semantic Construction and Transfer of Discrel in MDSThe word classes describing discourse relations were devided into several subgroupsaccording to the type of relation they introduce, and some syntactic criteria:1. discrel (proper) - this class was assigned to adverbs and conjunctions intor-ducing particular rhetorical relations in the dialogues (ex.(2.58),(2.59)).(5.59) n�amlich introducing a discourse relation of explanationmmm4 1 04:ja das kombiniert gut. ich hab[e] n�amlich im 1ten M�arz-Woche auchnichts Gr�o�eres vor und so k�onnten wir da unseren Termin in der 1tenWoche zwischen Montag dem 1ten und Freitag dem 5ten legen.(5.60) folglich introducing a discourse relation of consequenceRAL003:aber dann h�atten wir auch keine 5 Tage mehr, da ich schon am 18ten inL�ubeck sein mu�. es w�ar' also folglich vielleicht g�unstiger, wirw�urden am 20sten irgendwie wegfahren. und in der Zeit vom 20sten biszum 28sten, da h�atte ich nat�urlich viel Zeit.The types of relations were refered to in the semantic lexicon with the feature:disc rel val (ex.(2.60)), whose values are: contrast, perspective, elaboration,explanation, consequence, instance, disjunction, purpose.26The speci�c transfer rule which will be described in this section were produced by MichelDorna. 82



Mariana Damova(5.61) lex(lexeme) => disc_rel_sem(Pred,disc_rel_val,disc_syn_val)Adverbs expressing discourse relations in the Word list issued by the Univer-sity of Bielefeld (see sem lex2.stuf) count twenty two:aber, als, als auch, also, beziehungsweise, dagegen, daher, damit, darum,das hei�t, demzufolge, denn, dennoch, deshalb, desto, deswegen, folglich, in-dem, infolgedessen, jedoch, n�amlich, umso, und, und so weiter, ob, obwohl,oder, sodass, somit, sondern, soweit, sowie, sowohl, trotzdem, weil, zumal,zwar.The transfer of this subgroup of discrel is executed through a combination ofa lexical tau rule and one semantic macro, in which the syntactic role of thetransfered item27 is taken into consideration (ex.(2.61)).(5.62) tau_lex(SourcePredName, TargetPredName, #Taus,#Args, #Sign) => tau_DISC_SYN_VAL(#Sign,#Args,#Taus).@tau_DISC_SYN_VAL(sign,list,list) => sem_t.tau_DISC_SYN_VAL(DISC_SYN_VAL_syn(#Mod),#Args,[tau(#Mod,#Args)])=> sem_t.2. coordination - this class included the conjunctions und and oder (ex.(2.62)).(5.63) lex(lexeme) => coordination_sem(Pred)The two of them were treated in a distinct way in the Syntaxe and the Se-mantic Construction modules, as they can bind sentences or just constituentsof sentences (ex.(2.63),(2.64),(2.65)).(5.64) RAL005:Aschermittwoch, dem 24sten bis hinein Anfang M�arz, da k�onnten wirdas doch [packen] und [wegfahren].(5.65) RAL016:bei mir sieht das so aus, da� ich [am Dienstag] und [am Freitag] alsoZeit h�atte.(5.66) AEL013:mein Name ist Niehmeyer und ich m�ochte mit Ihnen ein Tre�envereinbaren.Special transfer rules were provided to process these coordination cases. Theyconsisted of combination of lexical tau rule (ex.(2.66)) and several semanticmacros (ex.(2.67)), one of which was to be selected according to the concretetype of syntactic coordination (compare ex.(2.63),(2.64),(2,65)).27The syntactic roles of the item were provided by the feature disc syn val with values: subord,coord, adverb, which was made explicit in the semantic lexical entry.
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Mariana Damova(5.67) tau_lex(und, #Pred, #Taus, [], #Sign) =>tau_coordination(#Sign,and1,#Pred,#Taus).tau_lex(oder, #Pred, #Taus,[], #Sign) =>tau_coordination(#Sign,or1,#Pred,#Taus).tau_lex(dummyconjshead, #Pred, #Taus, [], #Sign) =>tau_coordination(#Sign,dummyconjshead,#Pred,#Taus).(5.68) @tau_coordination(sign,atom,atom,list) => sem_t.% non-raised casetau_coordination(category(nominal & ~modifier) & conj_syn(#Arg1,#Arg2),#Pred, #Pred, [tau(#Arg1),tau(#Arg2)]) => sem_t.% raised casestau_coordination(category(fc_nom & ~modifier) & conj_syn(#Arg1,#Arg2),#Pred,n2indefnp_pred,[coordination_sem1(#Pred,[tau(#Arg1),tau(#Arg2)])]) => sem_t.tau_coordination(category(modifier) & conj_syn(#Arg1,#Arg2)&mod([#Mod]),#Pred, det_prep,[#Prep,unspec_temporal_inclusion_rel,tau(#Mod),coordination_sem1(#Pred,[tau(#Arg1)&pred_sort(#NPSort),tau(#Arg2)])]) =>tau_pred(unspec_temporal_inclusion_rel,#Prep,#NPSort).3. boolean conjunction - this class consists of syntactically binary conjunctions{ entweder-oder, weder-noch { (ex.(2.68)) which describe a relation refering tothe boolean functions: condtional, disjunction, negation.(5.69) mmm4 1 08:ja und falls unsere Besprechung l�anger geht k�onnen wir dasMittagessen auch noch gemeinsam einnehmen.The lexical entry in the semantic lexicon consisted of PredName and a featurebool op val (ex.(2.69)), which was assigned the values: if then, or, not.(5.70) lex(lexeme) => bool_sem(Pred,bool_op_val)The items belonging to the boolean conjunction semantic subclass count �ve:wenn, entweder, falls, sobald, wederThe transfer of boolean conjunctions is provided by one lexical tau rule (ex.(2.70)):(5.71) tau_lex(SourcePredName, TargetPredName, [tau(#Arg1),tau(#Arg2)],[],subord_syn(#Arg1,#Arg2)) => sem_t.Four "discrel" adverbs and one "boolean" conjunction occur in the Testsuite ofDialogues for MDS:aber, oder, also, deshalb, wenn . 84



Mariana Damova5.18.2 Transfer PredNames of Discrel in MDSAs the class of discrel was transfered with lexical tau rules, we provided Target-PredNames for each item of the word list following the strategy adopted in theTransfer module (see section 2.9.2., 2.9.3.). The transfer PredNames of discrel, co-ordinations, and boolean conjunctions are listed informally in the following tables(see table 5.8, and table 5.9).SourcePred ! TargetPred SourcePred ! TargetPredaber ! but infolgedessen ! consequentlyals ! when jedoch ! howeverals auch ! both n�amlich ! namelyalso ! so2 und2 ! and2beziehungsweise ! that is und so weiter ! and so ondagegen2 ! on the other hand ob ! whetherdaher2 ! therefore obwohl ! althoughdamit2 ! in order to oder2 ! or2darum2 ! because of it sodass ! so thatdas hei�t ! that is somit ! thusdemzufolge ! consequently somit ! consequently1denn ! because somit ! hencedenn ! since1 sondern ! butdeshalb ! therefore soweit ! as far asdeshalb ! so1 sowie ! as1deswegen ! therefore sowie ! just asdeswegen ! so1 sowohl ! as well asfolglich ! thus trotzdem ! neverthelessfolglich ! consequently weil ! becausefolglich ! therefore zumal ! particularly1indem ! however zwar ! especially1Table 5.8: Transfer PredNames of discrel and coordinationSourcePred ! TargetPredentweder oder ! eitherfalls ! ifsobald ! as soon asweder noch ! neitherwenn ! ifTable 5.9: Transfer PredNames of boolean conjunctions
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Mariana Damova5.19 AdjectivesThis section describes the treatment of adjectives in the Transfer module of MDS.Adjectives are semantically modi�ers refering to di�erent properties of the modi�edentities. Adjectives are a morphologic class which syntactically applies to nouns,forms a sentence constituent with them and is congruent in number and gender withthem. Some adjectives can be applied to verbs and form a sentence constituent withthem. Their syntactic function in such cases is adverbial.5.19.1 Semantic Construction of Adjectives in MDSThe adjectives were devided in several subgroups by the Semantic Constructionmodule of MDS, according to their morphologic and semantic properties: dimen-sional, relational, rigid, comparision degrees (comparative and superlative), nega-tive. They are all designed as introducing conditions in the semantic represntationof the sentences they occur in. We are going to discuss the subgroups consiquentlyin this subsection.1. Dimensional adjectivesAdjectives which can be used as noun modi�ers (adjectives proper)(ex.(2.71a)),and as verb modi�ers (adverbs)(ex.(2.71b)) are de�ned as dimensional.(5.72) (a) mps1 1 18: kein schlechter(adj) Vorschlag.(b) DE008/VM009: das pa�t echt schlecht(adv) bei mir.They introduce a dimension condition in the semantic structure of the an-alyzed sentences. The information whether one dimensional adjective formsa constituent with a verb or a noun in the sentence is provided by the syn-tactic analysis, and the Semantic Construction module builds the semanticrepresentation on the basis of this output (ex.(2.72a-b)).(5.73) (a) kein schlechter(adj) Vorschlag.26666666666664
DRS266666666664
quant conditionqtr : norestr : 266664drs tconds : 24basic conditionpred : vorschlaginst : 1 352664dimen conditiondimen inst : 1dimen pred : schlechtdimension : quality 3775 377775var : 1

377777777775
37777777777775
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Mariana Damova(b) das pa�t echt schlecht(adv) bei mir.2666666664DRS2664drs tconds : 24basic conditionpred : passeninst : 1 35 377526666664drs tconds : 266664dimen conditiondimen inst : 1dime intensity : 1dimen pred : schlechtdimension : quality 377775 37777775
3777777775Dimensional adjectives are semantically interpreted as refering to types ofproperties which were conceived in the Semantic Construction module of MDSas dimensions. A feature Dimension was introduced in the semantic lexiconwith the values: quality, quantity, mood dim, onto type, complexity, times-pan, timeloc, volume, modality, sympathy, age to make explicit the semanticdimension in which an adjective modi�es the entity to which it applies (seethe feature dimension in ex.(2.72a-b). An exhaustive list of the de�ned di-mensional values with examples is given in table 5.10.DimAdj ! DimValangenehm ! qualitybelegt ! quantitybetr�ublich ! mood dimbotanischen ! onto typeeinfach ! complexityfr�uh ! timelockurzfristig ! timespanlaut ! volumenett ! sympathyneu ! ageo�ensichtlich ! modalityTable 5.10: Examples of dimensional adjectives with their dimensional values. (Di-mAdj stays for dimensional adjective, and DimVal stays for dimansional value)The lexical entry in the semantic lexicon of MDS consists of a lexeme, thesemantic subgroup, a PredName (refered to with Value), and a Dimensionalvalue(refered to with Dimension) (ex.(2.73)).(5.74) lex(lexeme) => ad_dimen_sem(Value,Dimension).Dimensional adjectives in the word list issued by the University of Bielefeldcount �fty one:angenehm, ausgeschlossen, ausgezeichnet, belegt, betr�ublich, bez�uglich, botanis-chen, ehrlich, einfach, einverstanden, entschieden, ernst, fest, frei, fr�uh, ganz,gebraucht, genau, gern, gerne, geschickt, gewiss, gut, hervorragend, knapp,87



Mariana Damovakurz, kurzfristig, lange, langfristig, laut, lieber, metaphysischen, mittelfristig,m�oglich, nett, neu, o�ensichtlich, okay, prima, recht, richtig, ruhig, schlecht,sch�on, sp�at, ungern, ungeschickt, ung�unstig, unm�oglich, voll, wunderbar.Thirteen of them occur in the testsuite of dialogues for MDS:hervorragend, recht, richtig, fr�uh, schlecht, voll, ganz, lieber, sp�at, knapp,m�oglich, ung�unstig, betr�ublich.2. Relational adjectivesAdjectives and pronouns which can connect the discourse referents or condi-tions they actually apply to with previously introduced discourse referents orconditions issuing the semantic e�ect to induce a relation of particular orderbetween them are de�ned as relational in the Semantic Construction mod-ule of MDS28 Thus, the sentence in ex.(2.74a) induces the existance of atleast one previously made appointment (Termin) between the participants ofthe dialogue, because of the pronoun anderen(another), and the sentence inex.(2.74b) refers to the relation between the temporal location of the conver-sation and the temporal location of the scheduled appointment in the dialogueitem, because of the adjective n�achste(next), modifying Termin.(5.75) (a) Wir machen einen anderen Termin aus.(b) Wir tre�en uns n�achste Woche.The relational adjectives introduce a basic condition in the semantic rep-resentation of MDS (ex.(2.75)). An interlingua approach is applicable for theinterpretation and for the translation of this group of adjectives.(5.76) Wir machen einen anderen Termin aus.266664DRS2664drs tconds : 24basic conditionpred : termininst : 1 3524basic conditionpred : andereinst : 1 3524basic conditionpred : ausmacheninst : 2 35 3775 377775The semantic lexical entry of relational adjectives consists of a lexeme, thesemantic subclass, and a PredName (ex.(2.76)).(5.77) lex(lexeme) => rel_adj_sem(Pred).Relational adjectives in the word list issued by the University of Bielefeldcount ten:andere, darau�olgende, folgende, kommende, letzte, n�achste, �ubern�achste, vorherge-hende, vorherige, vorige.Two of them occur in the testsuite of dialogues for MDS: andere, n�achste.28For more details see Eberle (1995).
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Mariana Damova3. Rigid adjectivesThe word class normally refered to with cardinal and ordinal numerals wasde�ned in the semantic class of rigid adjectives in the Semantic Constructionof MDS. These adjectives modify nouns by adding a rigid condition to theirreferential argument (McGlashan (1994)).The semantic lexical entry of the rigid adjectives consists of a type of therigid predicate (cardinal - card, or ordinal - ord), and of a rigid designator(ex.(2.77)).(5.78) lex(lexeme) => ad_rigid_sem(RigidPred,RigidDes).The real number refered to by the rigid predicate (1,2,3,...n) is made explicitthrough the rigid designator (ex.(2.78a-b)).(5.79) (a) lex(erste) => ad_rigid_sem(ord,1).(b) lex(eins) => ad_rigid_sem(card,1).4. Comparision DegreesAdjectives in comparative and in superlative degree are assigned separate se-mantic classes in the Semantic Construction module of MDS. The lemmatain comparative degrees were listed as lexical entries in the semantic lexicon(ex.(2.79)).(5.80) lex(lexeme_in_comparative_degree) => COMPARATIVE_DEGREE_ad_sem(PredName_of_adjective_in_positive_degree,Dim,Op).The comparative degrees of adjectives trigger a complexe structure in theSemantic Construction module of MDS. The interpretation of the degrees isrepresented apart from the interpretation of the adjective in positive degree,which carries out the role of modi�er in the entire representation of the an-alyzed sentence. We discuss the structures conveyed by the presence of acomparative or a superlative degree of an adjective in a sentence in the fol-lowing two items.� Comparative DegreeThe comparative degree of adjectives triggers a complexe structure inthe Semantic Construction of MDS. It introduces an alfa condition.The later is satis�ed by a quantification condition, consisting of thesemantic representation of the adjective in positive degree, and the inter-pretation of the comparative itself by means of comp condition(ex.(2.80)).The structure in ex.(2.80) also illustrates how the distinct elements of thisrepresentation are uni�ed with each other.
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Mariana Damova(5.81) Wir tre�en uns sp�ater.2666666664
DRS"drs tconds :hbasic conditionpred : treffeninst : 1 i #"dimen conditiondimen inst : 1dime value : 3dimen pred : sp�atdimension : timeloc #�alfa conitionalfa type : comp �266666664quant conditionqtr : everyconds : �dimen conditiondime value : 5dimen pred : sp�atdimension : timeloc �24drs tconds : "comp conditioncomp arg1 : 3comp arg2 : 5comp inst : 11comp op : greaterthan # 35var : 5

377777775
3777777775Eight adjectives in comparative degree occur in the testsuite of dialoguesfor MDS:angenehmer, besser, eher, fr�uher, lieber, mehr, sch�oneres, sp�ater.� Superlative DegreeThe superlative degree of adjectives also triggers a complexe structurein the Semantic Construction of MDS. The superlative degree is inter-preted in the combination of a negative condition, and the included inits conditions comp condition (see ex.(2.81)). The way the uni�cationbetween the distinct elements of the semantic structure takes place canbe seen in ex.(2.81).(5.82) Wir machen den besten Termin aus.266664DRS"drs tconds :hbasic conditionpred : termininst : 1 i #"dimen conditiondimen inst : 1dime value : 3dimen pred : gutdimension : quality #26664neg conditionneg arg :264drs tconds :�dimen conditiondime value : 5dimen pred : gutdimension : quality �"comp conditioncomp arg1 : 5comp arg2 : 3comp inst : 11comp op : greaterthan # 375 37775 377775Two adjectives in superlative degree occur in the testsuite of dialoguesfor MDS: besten, fr�uhesten.5. Negative adjectiveThe negative article (kein) in German is de�ned as negative adjective in theSemantic Constuction module of MDS. The lexical entry of kein in the seman-tic lexicon of MDS consists of the lexeme, the semantic subgroup of generalizedquanti�ers, and the PredName(ex.(2.82)).(5.83) lex(kein) => gen_qtr_sem(no).It is designed as introducing a negative condition in the semantic structureof the sentence described (ex.(2.83)), and is uni�ed with the noun it modi�es.
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Mariana Damova(5.84) Ich habe keine Zeit.266666666666666664
DRS2666666666666664
neg conditionqtr : no :2666666664restr :

2664drs tconds : 24basic conditionpred : zeitinst : 1 35 3775scope : 24drs tconds : �basic conditionpred : haben1 � 35
3777777775var : 1
3777777777777775
3777777777777777755.19.2 Transfer Rules for AdjectivesThe structures issued by the Transfer module are parallel to the representations ofthe Semantic Construction module.1. Dimensional adjectives. The dimensional adjectives are transfered with twolexical tau rules: one for the adjectival interpretation (ex.(2.84a)), and onefor the adverbial interpretation (ex.(2.84b)). The information of the type ofsyntactic constituent which they belong to determines the selection of theright transfer rule. This is made explicit by the inclusion of argument typesinto the tau { ad syn(#NP) and adv syn(#VP) (ex.(2.84a-b)).(5.85) (a) tau_lex(einfach,simple,[tau(#NP,#Args)],#Args,ad_syn(#NP)) => sem_t.(b) tau_lex(einfach,simply,[tau(#VP,#Args)],#Args,adv_syn(#VP)) => sem_t.2. Relational adjectives. The relational adjectives are transfered with one lexicaltau rule (ex.(2.85)), as they do not occur as adverbs in sentences. The syn-tactic constituent which they belong to is also made explicit in the structureof the rule (see adj syn(#NP) in ex.(2.85)).(5.86) tau_lex(andere,other,[tau(#NP)],[],adj_syn(#NP)) => sem_t.3. Rigid adjectives. The rigid adjectives are transfered with two lexical taurules (ex.(2.86a-b)). The �rst argument of each of them refers to the relevanttype of rigid predicate { card, or ord. A reduction of these two rules intoone is technically possible if the type of rigid predicate will be substitutedwith a predicate ad rigid (see Martin Emele 94, tau ad.stuf), summarizingthe common features of the lexical predicates card and ord.(5.87) (a) tau_lex(card,ad_rigid,#SemArgs,#Args,#SourceSign) =>tau_ad_rigid(card,#SemArgs,#Args,#SourceSign).(b) tau_lex(ord, ad_rigid,#SemArgs,#Args,#SourceSign) =>tau_ad_rigid(ord, #SemArgs,#Args,#SourceSign).4. Comparision degrees. The comparision degrees of adjectives do not have spe-cial transfer rules. The adjective in positive degree is translated by means91



Mariana Damovaof a lexical tau rule (ex.(2.87)), and the semantic structure of the relevantcomparision degree (see ex.(2.80),(2.81)) is parallelilly built in the Transfermodule.(5.88) tau_lex(gut,good,[tau(#NP,#Args)],#Args,adj_syn(#NP)) => sem_t.The German PredNames of the translated adjective are substituted with thecorresponding English ones (see ex.(2.88) and compare with ex.(2.81)).(5.89) We will arrange the best appointment.266664DRS"drs tconds :hbasic conditionpred : appointmentinst : 1 i #"dimen conditiondimen inst : 1dime value : 3dimen pred : gooddimension : quality #26664neg conditionneg arg :264drs tconds :�dimen conditiondime value : 5dimen pred : gooddimension : quality �"comp conditioncomp arg1 : 5comp arg2 : 3comp inst : 11comp op : greaterthan # 375 37775 3777755. Negative adjective. A special lexical tau rule translates a negative predicateinto a negative predicate, making explicit the syntactic constituent of thenegation - ad syn(#Arg) (see ex.(2.89)).(5.90) tau_lex(neg_ad, neg_ad, [tau(#Arg)], [], ad_syn(#Arg)) => sem_t.5.19.3 Structural TransferThe German sentence in ex.(2.90a) cannot be literally translated into English, asshown in ex.(2.90b).(5.91) (a) DE008/VM009: das pa�t echt schlecht bei mir.(b) It does not suit me at all.Among the other peculiarities of this sentence with respect to the semantic rep-resentation and transfer29, the German positive sentence containing a modi�ed (orintensi�ed) modi�er (the dimensional adjective schlecht) { echt schlecht is translatedinto a negative sentence and a negation intensi�er30 { at all, classi�ed as focus ad-verb. Thus, two di�erent semantic representations were required for the Germansentence (see ex.(2.91), a repeated ex.(2.71)) and for the derived English sentence(ex.(2.92)).(5.92) das pa�t echt schlecht bei mir.2666666664DRS2664drs tconds : 24basic conditionpred : passeninst : 1 35 377526666664drs tconds : 266664dimen conditiondimen inst : 1dime intensity : 1dimen pred : schlechtdimension : quality 377775 37777775
377777777529The chalanges these two sentences o�er to the Semantic Construction and the Transfer moduleshave been brightly discussed in the paper "Semantik-orientierter rekursiver Transfer in HPSG amBeispiel des Referenzdialogs" Dorna et al. (1994).30This term intuitively corresponds to the semantic role of at all in the scope of negation. 92



Mariana Damova(5.93) It does not suit me at all.2666666666666664
DRS26666666666664
neg conditionneg arg : 266666666664

drs tconds :26666664phi cinditionphi arg : 2664drs t24basic conditionpred : suitinst : 1 35 3775phi op : grad
37777775
377777777775
37777777777775
3777777777777775A special transfer rule was created31 to make this structural transfer possible.It is shown in ex.(2.93).(5.94) tau_lex(schlecht,negation,[focus_adv_sem1(at_all,grad,[tau(#VP,#Args)])],[at_all|#Args],adv_syn(#VP&lex_pred(passen;passen1;gehen3;gehen2)))=> sem_t.5.19.4 Transfer PredNames of AdjectivesThe transfer of adjectives in MDS was basically performed by means of lexical taurules. Thus, the determination of English PredNames, corresponding to the GermanPredNames of the word list, was pursued after the principles desribed in section2.9.3., and 2.9.4. The transfer PredNames of the two groups of dimensional andrelational adjectives are given in table 5.11, and in table 5.12 respectively. The othergroups of adjectives we discussed so far did not need proper transfer PredNames, asthey were transfered by means of structural representations, as discussed in Section2.9.18.3.5.19.5 Future WorkA fool word form morphologic dictionary was used instead of a morphologic lem-matizer. Thus, there was a semantic lexical entry for each inected adjectival form(ex.(2.94a-d)).(5.95) (a) lex(frueh) => ad_dimen_sem(frueh,timeloc).(b) lex(fruehe) => ad_dimen_sem(frueh,timeloc).(c) lex(fruehen) => ad_dimen_sem(frueh,timeloc).(d) lex(frueher) => ad_dimen_sem(frueh,timeloc).It would be good to think of e�cient integrating of the morphologic analyser intothe system. Furthermore, some lexical entries occur twice in the semantic lexicon, asthey are classi�ed in di�erent semantic subclasses. Consequent matching of entriesshow:31The analysis of the German input sentences and the English output sentence, the structuralconception of the transfer rule and the creation of this rule are due to Michael Schiehlen.
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Mariana DamovaSourcePred ! TargetPredandere ! otherdarau�olgende ! followingfolgende ! followingkommende ! nextletzte ! lastnaechste ! followingnaechste ! nextuebernaechste ! after nextvorhergehende ! precedingvorherige ! previousvorige ! lastTable 5.11: Transfer PredNames of relational adjectives1. the dimensional adjectives with the standard adverbs (ex.(2.95a-b)).(5.96) (a) lex(offensichtlich) => ad_dimen_sem(offensichtlich1,modality).(b) lex(offensichtlich) => ad_sem(offensichtlich2).2. the comparision degrees of dimensional adjectives with dimension value time-loc with focus adverbs with focus operator grad or temp (ex.(2.96a-b)).(5.97) (a) lex(spaet) => ad_dimen_sem(spaet,timeloc).(b) lex(spaetestens) => focus_adv_sem(spaetestens,temp).3. comparison degrees of dimensional adjectives with intensi�ers (ex.(2.97a-b)).(5.98) (a) lex(eher) => comp_ad_sem(bald,timeloc,lessthan).(b) lex(eher) => intens_sem(eher).A consistent classi�cation and semantic representation of these classes wouldcontribute for the e�cient transfer in one future system.
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Mariana Damova
SourcePred ! TargetPred SourcePred ! TargetPredausgeschlossen ! out of question laut1 ! loudausgezeichnet ! perfectly lieb1 ! dearbelegt ! taken lieb2 ! rather2belegt ! booked metaphysisch ! metaphysicalbetrueblich ! sad moeglich ! possiblebotanisch ! botanic nett ! niceehrlich ! honest neu ! newehrlich ! honestly o�ensichtlich1 ! obviouslyeinfach ! easy okay1 ! okayeinfach ! just2 prima1 ! �neeinfach ! simple recht ! right2einfach ! simply recht ! all righteinverstanden ! agree richtig ! correctlyentschieden ! de�nitely richtig ! right2erledigt ! settled ruhig ! null predernst ! serious ruhig ! feel free to doernst ! seriously schlecht ! negationfest1 ! �xed schlecht ! not wellfrei ! free schlecht ! badfrueh ! early schlecht ! di�cultganz1 ! whole schlecht ! inconvenientgebraucht ! used schoen ! nicegenau ! exactly spaet ! lategern ! with pleasure ungern ! unwillinglygeschickt ! suit ungeschickt ! inconvenientgewiss ! certain unguenstig ! inconvenientgut ! good unguenstig ! unfavourablygut ! well unmoeglich ! impossiblehervorragend ! great viel1 ! muchin ordnung ! all right voll ! bookedknapp ! tight voll ! fully bookedkurz ! short wunderbar ! greatkurzfristig ! short term langfristig ! long termlang ! long angenehm ! all rightTable 5.12: Transfer PredNames of dimensional adjectives.
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Chapter 6The Transfer of Particlesand Idiomatic Expressions6.1 GreetingsA kind of pragmatic controlled transfer is implemented for greetings, goodbyes, andthank. These are conventional dialogue acts thus they are mapped onto a conceptand only that concept is transferred to Generation.6.2 Idioms, Exclamations, Particles6.3 IdiomsThere is no common treatment for idioms nor an agreed on list of expressionsclassi�ed as idiomatic. For the demonstrator some expressions like au�er hause, ichwei�nicht so recht, wie war das nochmal, etc aretreated by syntax as one phrasewhich are directly translated into corresponding English phrases.6.4 ExclamationsIn the demonstrator expressions like ja, also, prima etc. occurring exclusively at thebeginning of an utterance are classi�ed as exclamations. They have no semanticsand there are no transfer rules for them. A list with possible translations was givento the Generation module which was then responsible to decide whether to verbalizethem or not.6.5 ParticlesAlso for particles there was no common general treatment in the demonstrator.Discourse particles at the beginning of an utterance were treated as exclamations.Intensi�ers like ja, ruhig occuring in the middle of an utterance are simply deleted,
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B�arbel Ripplingerbecause there is no lexical equivalent for them in English. The intended meaninghas to be expressed by other means like intonation. But the formalism used inthe mds does not allow to formulate constraints about prosodic information. Somediscourse particles were classi�ed in the semantic group of adverbs and were treatedas adverbs in the transfer module (cf. 5).
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Chapter 7The Transfer of PrepositionsPrepositions are highly ambiguous. The meanings one might distinguish within thesource language are often not speci�c enough in order to determine their appropriatetranslation into the target language. Considering prepositional meanings and theirlexicalization in di�erent languages, we are faced with extreme interferences. Hence,their translation represents one of the di�culties of MT, cf. Hutchins and Somers(1992).7.1 General RemarksThe translation of prepositions di�ers signi�cantly with respect to the semanticstructure they form part of, cf. (7.1) - (7.3):(7.1) Die Sekret�arin wartet auf Herrn Brown.The secretary is waiting for Mr. Brown.(7.2) Die Sekret�arin wartet auf dem Platz.The secretary is waiting on the square.(7.3) Die Sekret�arin ist auf dem Platz.The secretary is on the square.If they are used as the head of an argument, prepositions often do not have ameaning of their own. This inuences their translation. It depends above all onthe translation of their head predicate. In (7.1), for example, auf is subcategorizedby the verb warten. Its translation equivalent wait selects the TL preposition forthat does not stand in a regular translation correspondence to auf , cf. section4.2. On the other hand, prepositions that show up in modi�ers are meaningful.Their translation is mostly predictable. It can be determined by the kind of entitydesignated by their internal argument. In (7.2), where the auf -PP modi�es thewaiting situation, and in (7.3), where it localizes the secretary, the TL prepositionon corresponds systematically to auf , describing a spatial relation.The sketched behavior has implications for the treatment of prepositions in thetransfer component. Prepositions occurring in argument PPs have to be transferredtogether with their head predicate, cf. section 4.2. Those occurring in modi�erscan be translated separately. 98



Bianka Buschbeck-Wolf and Rita N�ubelThe semantic representation of prepositions that is passed to the transfer mod-ule supports this distinction. Based on the davidsonian analysis, the �-DRT forma-lism interprets PPs which contain prepositions that are used idiosyncratically withverbs, nouns, or adjectives as arguments. PPs occurring as predicatives, adjunctsand directionals are semantically analysed as modi�ers. Thus, prepositions with nomeaning, whose translation is rather idiosyncratic, are distinguished from meaning-ful ones, which are translated systematically. In the following, we concentrate onthe latter that can be approached by an independent mapping device.17.2 Motivation for the Concept-Based ApproachFor the translation of prepositions that occur in prepositional modi�ers we putforward a concept-based method. Let us motivate the chosen approach by someexamples:(7.4) Im Mai bin ich im Urlaub.I'll be on vacation in May.! unspec temporal inclusion rel and temporal spatial inclusion rel(7.5) Am Montag bin ich an der Universit�at.On Monday I'll be at the university.! unspec temporal inclusion rel and institutional inclusion rel(7.6) Am Ende der Woche bin ich auf einer Tagung.At the end of the week I'll be at a conference.! unspec temporal inclusion rel and temporal spatial inclusion rel(7.7) Am Abend bin ich in einer Vorlesung.In the evening I'll be at a lecture.! unspec temporal inclusion rel and temporal spatial inclusion rel(7.8) In dieser Zeit war ich auf der Universit�at.At this time I've been at the university.! unspec temporal inclusion rel and institutional inclusion relIn (7.4) - (7.8) the German prepositions in, an and auf exhibit di�erent mean-ings. They are used to express a temporal (unspec temporal inclusion rel) anda temporal-spatial localization (temporal spatial inclusion rel) of an event as wellas its localization with respect to an institution (institutional inclusion rel). Thetranslation of these prepositions di�ers with regard to the various interpretations,but it is also distinct within one interpretation. Figure 1 illustrates the distributionof the German and English prepositions with respect to the expressed meaning.21For detailed discussion of the treatment of prepositions in the verbmobil demonstrator, seeBuschbeck-Wolf and N�ubel (1995).2For the sake of consistency we use the relation names that are implemented in the MDS:inclusion rel means that the individual modi�ed by the PP is localized or included with respectto the space, the time, etc., the internal argument refers to.
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Bianka Buschbeck-Wolf and Rita N�ubel
Figure 1: Bilingual conceptual relations and their language specific lexicalization 
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Each of the German prepositions in, an and auf expresses di�erent relations,i.e. they are polysemous. On the other hand, they share some meanings, i.e. theyare partially synonymous. This holds for their English correspondences in, on andat as well. The various interpretations displayed by these prepositions within onelanguage a�ect their translation, too:1. If a SL preposition is interpreted di�erently its target language correspon-dences might also be distinct:(7.9a) Mr. Brown kommt im Mai.Mr. Brown is coming in May.(7.9b) Mr. Brown ist im Urlaub.Mr. Brown is on vacation.(7.9c) Mr. Brown ist in der Universit�at.Mr. Brown is at the university.2. The distinct meanings captured by a SL preposition might be covered by aTL correspondence that exhibits the same kind of ambiguity:(7.10a) Mr. Brown ist in der Vorlesung.Mr. Brown is at the lecture.(7.10b) Mr. Brown ist in der Schule.Mr. Brown is at school.(7.10c) Mr. Brown kam in dieser Zeit .Mr. Brown came at this time.3. Di�erent SL prepositions share one meaning that might be captured by oneTL preposition, since the TL does not display the same distribution of syno-nymical relations:(7.11a) Mr. Brown war an der Universit�at.Mr. Brown was at the university.(7.11b) Mr. Brown war in der Universit�at.Mr. Brown was at the university.(7.11c) Mr. Brown war auf der Universit�at.Mr. Brown was at the university.These observations lead us to approach the translation of prepositions by aconcept-based method in favour of direct transfer mappings that would turn out to100



Bianka Buschbeck-Wolf and Rita N�ubelbe highly speci�c for the prepositions considered. The introduction of concepts thatcover the denoted meanings allow to link SL and TL prepositions systematically.This approach accounts for the meaning distribution over the prepositions in thelanguages involved.There are some further advantages of this approach:1. By the assignment of concepts, the contextually relevant meaning of a prepo-sition is conserved and thus can be used for further disambiguation. In con-trast, if transfer rules were applied the identi�ed interpretation would not beexplicitly anchored.2. The mapping to concepts reects various meaning relations. The mappingof one predicate to di�erent concepts makes its ambiguity explicit and themapping of di�erent predicates to one concept accounts for their synonymy.3. The identi�cation of conceptual relations that are shared by two languagesgives theoretically interesting insights in the speci�cation and hierarchicalorganization of bilingual concepts.The concept-based approach we adopt is based on a two-step mapping. As a �rststep, SL prepositional predicates are mapped onto bilingual concepts by the ap-plication of re�nement rules . As a second step, the appropriate TL prepositionalpredicates are derived by lexicalization rules . The mapping to the denoted relationrequires the disambiguation of the SL preposition that is achieved by several kinds ofselectional restrictions on the preposition's arguments, see below. The derivation ofthe appropriate TL correspondence has to obey particular lexicalization constraints.7.3 Re�nement and Lexicalization RulesRe�nement rules are predicate-to-concept mapping rules. They specify semanticallyunderspeci�ed prepositional relations, such as mit rel or durch rel , with respect totheir contextually relevant interpretations, i.e. they assign the appropriate bilin-gual concepts. For prepositions that exhibit case alternation, directional relationsare distinguished from non-directional ones already in the semantic analysis. Theunderspeci�ed relation an rel , for example, is intersected with goal rel if the caseof the preposition's internal argument is accusative, otherwise it is intersected withthe negation of goal rel .
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Bianka Buschbeck-Wolf and Rita N�ubel

Figure 2: Parts of the relations’ hierarchy
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All bilingual relations are hierarchically organized in the relational part of thesort hierarchy. Figure 2 displays a part of it.On the one hand, the high number of distinctions between the conceptual rela-tions is motivated by the bilingual situation. For a straightforward lexicalization, astrong partition between the transfer relevant readings is necessary. On the otherhand, it can be explained by theoretical considerations. We have considered mostof the systematically corresponding pairs of prepositional relations (e.g. pairs ofstatic/directional interpretations) that are subtypes of di�erent supertypes and in-troduced conceptual relations also for unambiguous prepositions that have only oneTL correspondence3The range of the conceptual interpretations an underspeci�ed prepositional re-lation might have is de�ned disjunctively, cf. (7.12).4(7.12) mit_rel = general_comitative_rel;instrumental_rel;general_concomitant_rel;modality_mood_rel.Underspeci�ed prepositional relations are mainly specialized by the use of sortalrestrictions on their internal and external arguments.5 The sorts that are used forthe disambiguation of prepositions are anchored in the entity part of the STUFhierarchy which de�nes the inheritance and disjointness between transfer relevantsorts. It is described in more detail in section 8.2.1. The general format of re�ne-ment rules is declared in (7.13).3Possibly, some of the readings could be grouped together if such considerations would beignored.4The code follows the syntax of STUF, cf. Momma et al. (1994).5For other constraints that are introduced in order to identify the interpretation that is sharedby a TL, see Buschbeck-Wolf and N�ubel (1995).
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Bianka Buschbeck-Wolf and Rita N�ubel(7.13) @tau_prep(pred_name,relation_rel,entitaet_c,entitaet_c) => sign.Re�nement rules are applied by uni�cation. If a rule of this type uni�es with theprepositions' predicate name (pred name) and with the contextually given sorts ofthe external and internal arguments of the preposition (both of the type entitaet c),it instantiates a bilingual relation of the type relation rel .6In the next step, lexicalization rules are applied. (7.14) shows their generalde�nition. They instantiate the appropriate TL predicates (subtypes of top) forthe determined bilingual conceptual relation (of the type relation rel) if sortal con-straints on the internal argument (type entitaet c) are ful�lled. Other restrictions,e.g. referential properties of the internal argument, are �xed on the rules' RHS.Concept-to-predicate mapping rules are also applied by uni�cation.(7.14) @tau_pred(relation_rel,top,entitaet_c) => sem_t.The lexicalization rules, thus formulate TL speci�c constraints for the generationof the appropriate TL preposition from a conceptual relation.7.4 A Worked ExampleIn the following, we illustrate the transfer of the preposition in. Consider the fol-lowing examples:(7.15a) das Tre�en im Januar $ the meeting in January(7.15b) die Vorlesung in dieser Woche $ the lecture this week(7.16a) die Eingangshalle im Hotel $ the entrance hall in the hotel(7.16b) das B�uro im Erdgeschoss$ the o�ce on the ground oor(7.17a) die Studenten in der Vorlesung $ the students at the lecture(7.17b) im Urlaub sein $ to be on holidays(7.18) das Tre�en in der Universit�at $ the meeting at the university(7.19) in Schwierigkeiten sein $ to be in troubleExamples (7.15) - (7.19) show some of the static interpretations of the Germanpreposition in. These are the temporal localization (7.15), the localization in theinterior of a location or an object (7.16), the temporal-spatial localization (7.17),the localization with respect to an institution (7.18), and the modal interpretation(7.19). In (7.20) - (7.24) we illustrate how these particular meanings are identi�edby re�nement rules and lexicalized by the corresponding concept-to-predicate map-ping rules.(7.20)6Note that relation rel might be already instantiated with respect to directional and nondirec-tional interpretations.
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Bianka Buschbeck-Wolf and Rita N�ubeltau_prep(in,unspec_temporal_inclusion_rel,temporal_c,time_period_c;saison_c;month_c) => sign.tau_pred(unspec_temporal_inclusion_rel,in,daytime_c;month_c;time_period_c;saison_c)=> ref_type(non_deictic).tau_pred(unspec_temporal_inclusion_rel,null_prep,time_obj_c) => ref_type(deictic).The temporal interpretation unspec temporal inclusion rel is assigned if the exter-nal argument denotes a temporally localizable entity and the internal argument iseither a time period, a saison, or a month. This bilingual concept that is also as-signed to other prepositions, such as an or zu, is either lexicalized by English in(7.15a) or is omitted if the temporal expression is deictically referred to (7.15b).(7.21)tau_prep(in,spatial_inclusion_rel,entity_c,three_dim_c; substance_c) => sign.tau_pred(spatial_inclusion_rel,in,three_dim_c & ~floor_c;substance_c) => sem_t.tau_pred(spatial_inclusion_rel,on,floor_c) => sem_t.The underspeci�ed relation in rel is re�ned to spatial inclusion rel - the local-ization in an object's interior -, cf. (7.16), if the internal argument is a three-dimensional object or a substance. This meaning is expressed by English in, if theEnglish reference object is also viewed three-dimensionally (7.16a), or by on if it isconceptualized two-dimensionally (7.16b).7(7.22)tau_prep(in,temporal_spatial_inclusion_rel,situation_c;human_c,event_c) => sign.tau_pred(temporal_spatial_inclusion_rel,at,~holiday_c) => sem_t.tau_pred(temporal_spatial_inclusion_rel,on,holiday_c) => sem_t.7Since we wanted to keep the sorts language independent, we circumscribed the dimensionalityinformation by the sort oor c which covers the objects that are conceptualized di�erently in thedomain.
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Bianka Buschbeck-Wolf and Rita N�ubelIf a situation or a human being is localized with respect to an event, the concepttemporal spatial inclusion rel , cf. (7.18), is assigned. This relation is lexicalizedidiosyncratically by on if the English holiday or vacation show up as internal argu-ment. Otherwise, at is the appropriate TL preposition.(7.23)tau_prep(in,institutional_inclusion_rel,human_c;funkt_sit_c,institution_c) => sign.tau_pred(institutional_inclusion_rel,at,entity_c) => sem_t.If a human being or a functional situation is localized with respect to an institu-tion the relation in rel is re�ned to institutional inclusion rel . From this bilingualconcept, only at can be derived.(7.24)tau_prep(in,modality_mood_rel,human_c; situation_c,mental_property_c) => sign.tau_pred(modality_mood_rel,in,entity_c) => sem_t.If in is used to characterize a human being or a situation with respect to a property,the relation modality mood is assigned and lexicalized straightforwardly by Englishin. The directional interpretations of in stand in systematic correspondence to itsstatic relations. Since they can be analyzed using the same sortal restrictions asthe latter, we will not outline their translation in detail.8

8For detailed information about the treatment of other prepositions we refer to the rule docu-mentation available at the IMS of Stuttgart University. 105



Chapter 8Semantic Sort Hierarchy inthe Verbmobil Demonstrator8.1 General remarksTo be e�cient any nlp system must integrate disambiguation devices. Sortal in-formation on lexical items can be used to reduce the number of syntactic outputstructures by formulating semantic coocurrence restrictions which eliminate seman-tic inconsistent syntactic structures. It supports lexical disambiguation, the reso-lution of structural and referential ambiguities as well as contextual representationand inferencing. Especially mt systems like the speech-to-speech-translation systemverbmobil requires sortal information in order to resolve translational ambiguities,which arise when a single source language word can be potentially translated intoa number of di�erent target language words or expressions. Let us consider an ex-ample for illustration:(8.1) einen Termin verlegen ! to postpone an appointment(8.2) ein Buch verlegen ! to publish a book(8.3) ein Kabel verlegen ! to lay a wire(8.4) eine Firma verlegen ! to tran sfer a company(8.5) einen Notizzettel verlegen ! to misplace a noteThe translation of verlegen di�ers with respect to the di�erent readings in (8.1)- (8.5), which can be captured by sortal restrictions on its theme argument.1 Thetranslation of prepositions, cf. section 7, is a further example where sortal con-straints are used on a large scale in order to solve transfer ambiguities.2The stuf sort hierarchy we are going to describe here is also part of the flexdomain model. In contrast to the much broader flex domain model, cf. Quantzet al. (1994), the stuf hierarchy represents only sortal and relational informationwhich is frequently used in the semantic and transfer components and thus should1However, the ambiguity between the misplace-reading of verlegen on the one hand, and thepublish- and lay-readings on the other, requires a deeper analysis, since the di�erence cannot be�xed by sortal restrictions alone.2For illustration see also Buschbeck-Wolf and N�ubel (1995).
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Bianka Buschbeck-Wolfnot be treated via interfaces in an independent module.3 Hence, the functionalityof the stuf sort hierarchy is rather restricted. It is mainly used to verify selectionalrestrictions for disambiguation in the semantic and transfer modules. Informationnecessary for speech event recognition, calender modelling, context interpretationand inferencing, cf. Quantz et al. (1994), is not considered here.The application of the stuf formalism for disambiguation imposes monotonicity.Selectional restrictions are formulated as hard constraints. In contrast, flex allowsfor soft constraints and default speci�cations. Nevertheless, at a �rst step of seman-tic interpretation we should �gure out to which degree we can do without defaultsand where the boundaries of monotonic interpretation are.On the other hand, the stuf implementation of the sort hierarchy turned out to bemore appropriate for seveal reasons, cf. Momma et al. (1994):� the formalism supports the modelling of type hierarchies with multiple inher-itance� the formalism allows type-based inferencing� subsumption as the main test for selectional restrictions is a built-in device ofthe uni�cation process, so that{ semantic selectional restrictions are processed during the construction{ transfer constraints are applied during the transfer recursion� semantic construction, transfer and those parts of semantic evaluation whichcan be processed monotonically are performed in one integrated stuf process.The stuf type hierarchy represents conceptual information associated with lex-ical items. It contains both sortal and relational speci�cations, where sortal infor-mation corresponds to concepts of things and situations, and relational informationto conceptual relations.4 It has to be emphasized that a type hierarchy used fordisambiguation in a mt system cannot be regarded as a general epistemic ontology,known from the domain of knowledge engeneering. Especially the lower parts of theconceptual categorization di�er signi�cantly from traditional ontologies, since theyare grouped and �ne-tuned with respect to the solution of translational ambigui-ties. However, taking a closer look at other ontologies, e.g. at the naive semanticsontology in Dahlgren (1988), the lilog ontology designed for a knowledge basedunderstanding system in Klose et al. (1992) or the kbmt ontology used as interlin-gua in mt, cf. Nirenburg et al. (1987), it becomes obvious that even the upper-levelconceptual categorizations do not coincide. This leads to the assumption that theconcrete design always depends on the requirements of the speci�c application.3In our opinion the semantic and transfer components should take the responsibility for asort hierarchy which supports the veri�cation of semantic selectional restrictions (on upper-levelconcepts) and transfer relevant disambiguation (on lower-level concepts), since it is one of theirprimary sources. For consistency the sortal speci�cation provided by these components has alsoto be integrated in the general domain model, which has a much broader application.4Regarding the borderlines between linguistic, conceptual and world knowlegde on the onehand, and the content and degree of speci�ty of conceptual information on the other, we referto the detailed discussion in Quantz et al. (1994), and share the position that the conceptualspeci�cation should be �rst of all application-oriented.
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Bianka Buschbeck-Wolf8.2 The structure of the sort hierarchyIn this subsection we describe the main parts of the hierarchy in more detail andgive some explanatory remarks on the assumed sortal and relational distinctions.For the sake of simplicity we name the used sorts in English. The sort hierarchycovers only the domain-relevant meanings of lexical items which occur in the wordlist of the verbmobil demonstrator. It consists of two main parts:1. the sortal part with the supertype entity_c2. the relational part with the supertype relation_relSince the functionality of these two part is slightly di�erent we describe them sepa-rately.8.2.1 The hierarchy of entitiesThis part of the hierarchy comprises sorts that correspond to nouns and to thesituation argument of verbs. Its upper structure is illustrated in Figure 1.
Figure 1: Upper structure of the sort hierarchy
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Fig. 4Entities break down into abstract things and entities which are localizable intime and space. The latter are temporal objects, grouped into time objects (Figure2) and situations (Figure 3), and concrete things which are localizable only in space.Concrete things are separated into objects (Figure 4), human beings and projections.The entity part of the hierarchy is not designed as an ontology for interlingualmt, as e.g. in the kbmt system Nirenburg et al. (1987), which would require a deepmodelling and a strong partition between concepts in order to allow a straightfor-ward lexicalization. It is used to verify selectional restrictions in the semantic andtransfer procedures.5 This task guides the depth of sortal speci�cation. We decidednot to go down to the word level. Although one might �nd a concept for eachmeaningful lexical item, it turned out to be unnecessary for disambiguation. Inmost cases the sortal restrictions for the choice of a particular TL correspondence5Examples can be found in Chapter 2
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Bianka Buschbeck-Wolfcan be formulated on a higher level.6 The assignment of sortal information to lexi-cal items is provided by the semantic lexicon, cf. section 8.3.Let us take a closer look at the lower-level parts of the entities' hierarchy. Figure2 shows the categorization of time objects which plays an important role in theverbmobil domain because of the high frequency of time expressions. The choosendi�erentiation is �rst of all motivated by the translation of temporal prepositions.

Figure 2: The structure of time objects
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Figure 3 shows parts of the cross-classi�cation of situations. On the one hand,situations are characterized with respect to the �elds of their denotation, e.g. com-munication situations, movements, attitude-expressing or appointment-schedulingsituations, and on the other hand, with regard to the thematic relations they usuallyinvolve. The second kind of information is used as a heuristic for the interpretationof prepositions, especially to discover way relations, i.e. sources, goals or paths,which are semantically analysed as modi�ers so that the distinction between thestative and directional interpretation of prepositions, which inuences their trans-lation, gets neutralized.

Figure 3: Parts of the situations’ classification
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6It is a particularly rare case that the translation of a lexical item depends on one special wordin its context, as e.g. 'im Urlaub/ sein' - 'be on holidays'. 109



Bianka Buschbeck-WolfFigure 4 depicts the cross-classi�cation of concrete things. They are character-ized by the features of arti�ciality7, dimensionality and boundedness. The latterinformation is required for the transfer of spatial expressions. The entities whichinherit values of these types are named and might be further subdivided into sortswhich are motivated by other criteria, e.g. concerning instruments or buildings -their di�erent functionality.

Figure 4: The object’s part of the hierarchy
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In order to express the sortal ambiguity of systematically polysemous nouns, cf.Bierwisch (1983) and Nunberg (1979), we declare disjunctive types which capturethe interpretations occurring in the verbmobil domain. Disjunctive speci�cationsin the lexicon can thus be avoided.(8.6) inst_loc_c = institution_c; building_c.(8.7) info_medium_c = information_c; info_bearer_c.(8.8) meal_food_c = event_c; food_c.Nouns denoting institutions, such as Universit�at , are often used to refer to thebuilding which houses the institution and to the group of people which is associatedwith it. These interpretations are anchored in the type inst_loc_c in(8.6). Otherpossible meanings are not considered here. Similary, nouns like Buch are regardedas being an abstract information with respect to their content, and an informa-tion bearer considering their material manifestation, cf.(8.7). Other nouns, such asFr�uhst�uck, cover the meal as well as the food reading, cf. (8.8). With respect tothe hierarchy introduced so far, the di�erent sortal interpretations of polysemousnouns are often disjoint at the upper level. Therefore, they are de�ned as subtypesof entity_c.7Although they belong to the category of natural kinds, human beings are excluded from thispart. With respect to sectional restriction they behave quite di�erently.
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Bianka Buschbeck-Wolf8.2.2 The hierarchy of relationsThe relational part of the hierarchy represents conceptual relations which are asso-ciated with nouns, adverbs and prepositions. They are de�ned as relations betweentwo entities. At least at the upper level, they correspond to thematic relations.Considering the lower parts, these relations are highly specialized. The reason forthis is their special functionality. While upper level relations may be used for thespeci�cation of selectional restrictions, the �ne-grained lower-level relations repre-sent interlingual concepts which are used for the translation of temporal, spatial,modal and other expressions, cf. 7.8 For the sake of modularity one may argueto keep that sorts which are used to �x selectional restrictions separate from sorts,which are used to lexicalize target language expressions separate. On the otherhand, there is reason to include the �ne-grained relations into the hierarchy, sincethey present a re�nement of general upper-level relations. Figure 5 introduces asmall part of the hierarchy of relations. The re�nement of upper-level relations isshown here with the example of spatial relations, i.e. the localization in an object'svicinity. The �ne-grained relations di�er with respect to the concrete part of thevicinity in which something is included. All these relations are lexicalized by di�er-ent prepositions, e.g. by , behind , in front of , below or above.

Figure 5: Parts of the relations’ hierarchy
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8The transfer module has a hybrid architecture. It combines direct transfer mappings withinterlingual speci�cations, cf.1.
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Bianka Buschbeck-Wolf8.3 The assignment of sorts and relations in thelexiconIn this subsection we briey sketch the assignment of sortal and relational informa-tion in the semantic lexicon.8.3.1 The sortal speci�cationIn the semantic lexicon, the sortal feature of a discourse marker, is assigned the�ne-grained sort of a lexical item. It inherits both upper-level sortal informationrelevant for the semantic construction and lower-level sortal information for theresolution of transfer ambiguities. We exemplify the sort assignment with someentries of the semantic lexicon. (8.9) shows the assignment of unambiguous sortsto semantically di�erent types of nouns.(8.9)lex(karlsruhe) => propername_sem(karlsruhe,settlement_c).lex(konferenz) => common_noun_sem(konferenz,event_c).The polysemous nouns in (8.10) are provided with disjunctive sortal speci�ca-tions which cover their various interpretations, cf. (8.6) -(8.8).(8.10)lex(universitaet) => common_noun_sem(universitaet,inst_loc_c).lex(fruehstueck) => common_noun_sem(fruehstueck,meal_foot_c).Verbs are described according to the dynamic/static distinction and with re-spect to their situation type, which also includes information about their thematicstructure. Their entry contains the thematic relations of their arguments includinga sortal restriction on their range, cf. (8.11).(8.11)lex(kommen) => intransitive_verb_sem(kommen,dynamisch_c & movement_wi_c,agent_rel,person_c).lex(glauben) => transitive_verb_sem(glauben,statisch_c & mental_sit_c,agent_rel,person_c,theme_rel,entity_c).The �ne-grained sortal speci�cation thus appears already in the semantics, al-thought it is not used in this module with this speci�city. However, semantic con-struction and transfer work as an integrated stuf process and the assignment isdone only once. For the sake of modularity we prefer a more modular sort assign-ment in the next phase of the project. The sortal information part of the lexiconshould be structured in a way that it serves semantic construction and transfer sepa-rately. Operating on the same type hierarchy a structured lexicon could providethe semantic construction with upper-level sorts and the transfer with lower-levelsorts. This way, changes in the lower structure of the sortal hierarchy do not a�ectthe basic upper sorts used in the semantic construction.8.3.2 The relational speci�cationConceptual relations of the type relation_rel are assigned to the role feature ofarguments. These are, on the one hand, thematic relations, like agent, theme,112



Bianka Buschbeck-Wolfexperiencer, whose range is constrained by sortal restrictions, e.g. (8.12)(8.12)lex(schlagen) => ditransitive_prefix_verb_sem(vor,vorschlagen1,dynamisch_c & communicat_sit_c,agent_rel,human_c,experiencer_rel,human_c,theme_rel,entity_c.On the other hand, there are relations usually expressed by modi�ers, such astemporal, local, modal, causal, etc. relations and various subtypes of them. Theyare, for example, assigned to adverbs:(8.13)lex(danach) => pronoun_prep_adv_sem(loc_far_pred,nach1,~human_c,demonstr,temporal_span_posterior_rel).lex(mittags) => temporal_adv_sem(mittag,quant(temploc(pexact(time_of_day_c,temporal_inclusion_rel)))).lex(irgendwie) => pronoun_adv_sem(irgendwie,entity_c,std,modal_rel).In contrast to most adverbial modi�ers, the speci�c contextual interpretationof prepositional modi�ers is much broader, especially with respect to their transla-tion. The description of their meaning would require a disjunctive speci�cation ofall their admissible interpretations. In order to avoid massive disjunctions in thelexicon, prepositions are assigned relations, cf.(8.14)-(8.16), which get their disjunc-tive de�nition in the type hierarchy.(8.14) lex(mit) => prep_sem(mit,mit_rel) & case_insensitive(dat).(8.15) lex(an) => prep_sem(an,an_rel & #R) & case_sensitive(#R).(8.16) lex(ans) => det_prep_sem(an,an_rel & goal_rel).The underspeci�ed relation mit_rel in(8.14) restricts the range of interpretationspossible for the preposition mit . Its concrete contextual meaning is determinedby re�nement rules, cf. section 7. However, for prepositions which exhibit casealternation, the set of interpretations can be restricted already in the lexicon. Theunderspeci�ed an_rel in(8.15), for example, is intersected with goal_rel if the inter-nal argument of the preposition is accusative. Similary, the scope of interpretationfor clitical prepositions, as e.g. ans in(8.16), can be restricted already in the lexicon.
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Chapter 9TenseAs part of the semantic construction a tense condition is instantiated within thedrs. The tense morphology of the verbs provides the crucial clues towards con-structing the relevant Reichenbachian temporal relations between E (event time),R (reference time) and S (speech time). Furthermore, the presence of temporal ad-verbials, negation, and quanti�cation is registered and represented within the tensecondition.The evaluation and simultaneous disambiguation of the information collected inthe tense condition results in the instantiation of a sur(face) tense feature withinthe tense condition. This is undertaken as the last step of the semantically-basedrecursive transfer (see section 2).This surface tense feature provides a clue to the generation component. Inpriniciple, however, the generation component is not restricted to the informationprovided in the surface tense feature, but can also work with the interlingua rep-resentation contained in the tense condition. Thus, the generation component isgiven an interesting degree of freedom: for example, if another verb were chosen asbeing subtly more appropriate within the given context than one produced by thetransfer component, and if that verb changed the Aktionsart of the expression, thenthe generation component would still have access to the interlingua representation,and be able to generate a more appropriate surface tense.9.1 Basic Approach9.1.1 Temporal RelationsEhrich (1992) presents the attractively simple, and yet su�ciently powerful schemain (7) as the basis for an analysis of the German tense system. The distinctionshe makes between contextually and intrinsically determined relations is also some-times viewed as the di�erence between tense (relation between R and S) and aspect(relation between E and R) (e.g., Apello 1986, Allegranza et al. 1991).
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Miriam Butt(7) Contextually DeterminedS, R R < SIntrinsic E, R Present PastRelations E < R Perfect Past PerfectE > R | |The notation \S,R" signi�es that these times stand in some sort of relation toone another, though whether this relation is one of overlap or temporal precedenceis underspeci�ed and is further determined by the context (temporal adverbials ordiscourse context).1Within verbmobil, morphological and syntactic temporal information are mappedto interlingua representations according to the correlations presented in Table (8).(8) Present Tense Verbs E  R, R > S or S � RPast Tense Verbs E  R R < SIn�nitives/Participles E,R R,SFuture Auxiliary R > SPresent Perfect Auxiliary E < R R  SPast Perfect Auxiliary E < R R < SFor a lengthier discussion of the theoretical assumptions which the describedimplementation is based on, see Butt (1994, 1995).9.1.2 Tense Representation within the Semantic FormalismConcretely, the above information is integrated into the Semantic Formalism inform of a tense condition. The tense condition is a complex condition within theconds slot of a drs.here.tense_condition :: e_rel_r : tense_rel,r_rel_s : tense_rel,tense_inst : marker,e_time : marker,r_time : marker,s_time : marker,tloc : tloc_type,sur_tense : etense_val.The types e time, r time, and s time and the encoding of the relations betweenthem is as described above. The s time is coindexed with a (contextual) time anchor,whose value is \now". The e time is coindexed with the instantiation of the verb.Both are thus bound by existential closure.2As it is as yet not possible to evaluate anaphoric relations, or to evaluate tempo-ral adverbials with respect to a calendar model, it is not possible to instantiate an1The future tense is not included in Table (7) as Ehrich follows Vater (1975) in treating theGerman future auxiliary werden as a modal.2The label e time applies to both states and dynamic events { no crucial distinctions are lostwith regard to this simpli�cation of terminology since the precise nature of the eventuality isencoded both in terms of sortal information, and in terms of Aktionsarten. 115



Miriam Buttevaluation procedure which would take a temporal adverbial, place it in relation tothe speech time, and determine the reference time for the event. The temporal rela-tions as they stand are thus not inferred from calendar and contextual information,but are speci�ed lexically. A hierarchical modeling of the set of temporal relations,which are based on the proposals in Allen (1983), further ensures that the variouslexical speci�cations can be combined compositionally and yet monotonically.The feature tense inst serves to identify the tense condition uniquely. In mostcases, the value of the tense inst is exactly that of the e time, but under quanti�-cation and negation the tense inst is agged with sortal information in order tobe able to identify the tense condition as having been introduced by negation orquanti�cation. The details of the treatment and implementation of quanti�cationwith regard to tense are described in the section on quanti�cation.Finally, the sur tense is instantiated as a last step of transfer and contains theEnglish surface tense that the expression should be generated with.9.1.3 Temporal AdverbialsIn the tloc slot information about the presence and particular nature of temporaladverbials is gathered. On the basis of the detailed analysis of temporal adverbs interms of the hierarchy de�ned by K. Eberle, macros within the semantic construc-tion �ll the tloc slot with the appropriate information. The four di�ering kinds oftemporal adverbs shown in Table (9) are distinguished.(9) Type Examplesst dist (not coincident with S) morgen, im April, montagsst equ (coincident with S) heute, jetztst prec (precedes S) gestern, vorhinst perf (perfectivizing) seitdem, bisherTemporal adverbials of the type st dist are by far the most common and serveto disambiguate the German present tense to a future reading. Temporal adverbialsof the type st equ restrict the German present tense to a present reading. The typest perf was introduced to allow for the perfectivizing e�ect of seitdem (see discussionin the section on perfects). Finally, the st prec serves to prevent utterances like (10)from being realized in the future. Instead, a translation in the present or presentprogressive is rendered, depending on the type of verb (stative or not).(10) #Ich komme gestern.The tloc thus in e�ect situates the event, and is analogous to the notion ofreference time (r time). However, the temporal adverbial which introduces the tlocspeci�cations is not explicitly identi�ed with the r time. This is because they arenot always identical. In the case of quanti�cation, for example, there may be atemporal adverb (and, hence, a tloc), but when it is contained within the scope ofthe quantii�er, it may not serve as the r time for the expression. Furthermore, whenthere is no explicit temporal adverb in an expression, a reference time which situatesthe event must still be assumed. This is represented by the r time, underspeci�edthough it may be. See Butt (1995a,b) for further discussion of the notion of referencetime. 116



Miriam Butt9.2 The German Present TenseThe German present tense is analysed as fundamentally ambiguous: it can refer topast, present, or future occurences (e.g., Ehrich 1992). Within the scope of verb-mobil, we ignore the historical present, and model the present as being ambiguousbetween a present and a future reading. The present tense must be disambiguatedby means of temporal adverbials or context. As contextual information is not yetavailable for the Demonstrator, in the absence of an overt temporal adverbial, theGerman present tense is realized as either English present or present progressive,depending on whether the verb describes a stative or a dynamic event.Representative examples from various verbmobil dialogs in the simple presentare shown in (11){(13).3Dynamic predicates (events) usually occur with a temporal adverb. Exampleslike (12), in which a dynamic predicate occurs on its own are extremely rare in thedialogs. As (11) shows, when an event predicate occurs with a temporal adverb,then it must be realized in the future in English. When an event predicate occurson its own, it must be realized with the present progressive.Event in combination with a Temporal Adverb(11) DRF:28: genau, wir tre�en uns dann in der Eingangshalle des Czerczinskymit den UnterlagenERF:29: we will meet in the lobby of the Czerczinsky with the papers.Unmodi�ed Event(12) wir tre�en uns in der eingangshalle.we are meeting in the lobbyStatives, on the other hand, are always realized in the present tense in English:whether or not a temporal adverb is present is irrelevant.Statives(13) a. D7:08 Dienstag ist etwas ung�unstig.E7:08 Tuesday is a bit inconvenient.b. D7:14 Meinen Sie das reicht uns?E7:14 Do you think that is enough for us?c. D7:07 Da habe ich noch Zeit.E7:07 I still have time then.3The labeling of the examples is as follows: DRF and ERF refer to German and English sen-tences, respectively, from the Referenzdialog. D7, E7, etc., refer to utterances from the BlaubeurenDialogs, which are considered to be the core corpora for the Demonstrator. The numbering hereis according to a standardized version agreed upon by the syntax, semantics, transfer, and gener-ation partners. Examples labeled \Bonn", etc., stem from further verbmobil dialogs which arenot included in the core corpora, but which have been tagged, translated, and investigated inT�ubingen. Examples not labeled at all have been made up.
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Miriam Buttd. BonnD1:89 und am siebenundzwangisten, da ist leider der Kongressin Berlin wiederBonnE1:89 and on the twenty-seventh there is the conference in BerlinagainThe tense condition intially introduced by a verb with present tense morphology isas follows.The German Present Tensee rel r: assoc (underspeci�ed)r rel s: follow eq (ambiguous)r time : sort: temporal c (underspeci�ed)s time : (speci�ed as \now" in anchors)e time : (coindexed with the verb)tense inst: (same as the e time)The rules which disambiguate underspeci�ed temporal relations and instantiatethe English surface tense follow the general schema shown below. The informationcontained in a tense condition which is relevant for a calculation of the surface tenseis checked: the type of the tense inst (temporal vs. nontemporal for quanti�cation),the type of the temporal adverb (tloc), whether the event is dynamic or stative (thesort of the e time), and the nature of the speci�cation for the temporal relationsbetween E and R, and R and S, which are also simultaneously speci�ed further.General Format for the Instantiation of Surface Tensesaturate_tense => (e_rel_r:#ER & r_rel_s:#RS & tense_inst:sort:#TIS &e_time:sort:#ES & tloc:#TL) &saturate_tense1(#ER,#RS,#TIS,#ES,#TL).The saturate tense rules are instantiated through surface tense in the recursivetransfer statement below. The de�nition of trs allows the recursive traversal of asign, and the translation of lexical items and passing along of interlingua represen-tations through tau (see section 2).Recursive Transfer and Surface Tensetrs([#F&prag:#P|#R]) =>[sem:(saturate_sem(tau(#F,[]))&surface_tense)&prag:#P|trs(#R)].At each stage, surface tense looks for a tense condition, checks whether an Englishsurface tense value has been provided yet, and instantiates an appropriate value forthe English surface tense where necessary through the speci�c saturate tense rules(e.g., 1{4 below).44The integration of the tense module into the overall transfer component was undertaken by theTransfer group at IMS-Stuttgart (in particular, K. Eberle, C.J. Rupp, M. Dorna, and M. Emele).The relatively complicated sign-traversal macros needed for the identi�cation of tense conditionsand satisfaction of the sur tense value, as well as general technical support at all stages were alsoprovided by the IMS group. 118



Miriam ButtAs was illustrated in the above source and target language semantic represen-tations, the tloc slot is �lled by the introduction of a temporal adverb into thesemantic representation. For a treatment of the simple German present tense, twofactors need to be taken into account.� If the verb is dynamic (an event), and there is a temporal adverb (st dist),then the English tense is future (see 1).5� If the verb is dynamic, and there is no temporal adverb, then the Englishtense is present progressive. (see 2)� If the verb is stative, the presence of a temporal adverb has no inuence: theEnglish tense is always present (see 3 and 4).In 1{4, the saturate tense statements needed for a treatment of simple Germanpresent tense sentences are shown.1. Present Disambiguated to Future by Temporal Adverbial ! Futuresaturate_tense1(~precede,follow_eq,temporal_c,dynamisch_c,st_dist) =>e_rel_r: overlap_rel &r_rel_s: follow &sur_tense: fut.2. Present of Dynamic Verbs ! Present Progressivesaturate_tense1(~precede,follow_eq,temporal_c,dynamisch_c,~st_dist &~st_perf&~st_prec) =>e_rel_r: overlap_rel &r_rel_s: equal &sur_tense: presprog.3. Present of Stative Verbs ! Presentsaturate_tense1(~precede,follow_eq,temporal_c,statisch_c,~st_dist & ~st_perf & ~st_prec) =>e_rel_r: overlap_rel &r_rel_s: equal &sur_tense: present.5Various kinds of temporal adverbs are de�ned in terms of what intervals around the speechtime they describe { for a disambiguation of the German present tense, only the type st dist isrelevant.
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Miriam Butt4. Present of Stative Verbs with Temporal Adverb ! Presentsaturate_tense1(~precede,follow_eq,temporal_c,statisch_c,st_dist) =>e_rel_r: overlap_rel &r_rel_s: follow &sur_tense: present.The above rules are part of the transfer component, but, as already mentioned,also simultaneously disambiguate or further specify the information about the rela-tions between E, R and S.6For further discussion on the English futurate and interactions of the presenttense with performatives and imperatives, see Butt (1995).9.3 The German Past TenseOccurences of the German past tense within the verbmobil dialogs are rare andfairly uninteresting. They always correspond to the English past or past progressive,depending on whether or not the predicate in question is a state or an event. Typicalexamples are shown in (14) and (15).(14) D1:19 nein halt das war jetzt MaiE1:19 no wait, that was May now(15) D1:07 oh, ich dachte eigentlich an den f�unfzehnten AprilE1:07 oh, I was actually thinking of the �fteenth of April, a week laterThe tense condition as initially introduced by a verb with past tense morphologyis as follows.Past Tensee rel r: assoc (underspeci�ed)r rel s: precede (unambiguously past)r time : sort: temporal c (underspeci�ed)s time : (speci�ed as \now" in anchors)e time : (coindexed with the verb)tense inst: (same as the e time)The transfer rules for the English surface tense are shown in 5 and 6.5. German Past of Dynamic Verbs ! Past Progressivesaturate_tense1(~precede,precede,##,dynamisch_c,##) =>e_rel_r: overlap_rel &sur_tense: pastprog.6For ease of presentation, we have abstracted away from implementational details here | in anon-procedural language like stuf further conditions need to be added to ensure that not morethan one solution per expression is instantiated. For the rules as they actually appear see AppendixA.
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Miriam Butt6. German Past of Stative Verbs ! Simple Past.saturate_tense1(~precede,precede,##,statisch_c,##) =>e_rel_r: overlap_rel &sur_tense:spast.9.4 The Periphrastic Tenses9.4.1 The FutureUtterances in the future also occur very rarely in the verbmobil dialogs. Whenthey do occur, they can always be translated straightforwardly with the Englishfuture. Some typical examples are shown in (16) and (17).(16) Karls5:12 und dann werden wir uns am Mittwoch sehenKarls4:12 and then we'll meet on Wednesday(17) Karls5:16 auf jeden Fall werde ich am Donnerstag kommenKarls5:16 in any case, I'll come on ThursdayThe tense information here must be determined compositionally from the futureauxiliary werden, and the main verb of the sentence. As can be seen in the followingexample, where the compositional construction of the tense condition is illustrated,7the in�nitive main verb introduces completely underspeci�ed values with regard tothe temporal relations that hold between E, R and S. The auxiliary werden thenserves to provide more speci�c values for the relations: the reference time must belocated after (follow) the speech time.(18) Wir werden kommen.7For ease of presentation, only the tense condition is shown.
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Miriam ButtFIGURE 3: Source Language (German) RepresentationV0 1266666664dom: Dhident:#Esort: dynamisch ciEconds: 22664e rel r: assocr rel s: followtense inst:#Ee time: #Er time: #Rs time: #S 3775tense condition
377777775drswerden kommen2he rel r: assocr rel s: followitense condition 1266666664dom: Dhident:#Esort: dynamisch ciEconds: 22664e rel r: assocr rel s: assoctense inst:#Ee time: #Er time: #Rs time: #S 3775tense condition
377777775drsThe transfer rule for the simple German future is given in 7.87. German Future ! English Futuresaturate_tense1(~precede,follow,temporal_c,##,##) =>e_rel_r: equal &sur_tense:fut.9.4.2 The Perfect TensesCurrent TreatmentOccurences of the perfect are also very rare in the dialogs, and always correspondto the English simple past. Since our primary aim was to implement a broadtreatment of the German present tense for the Demonstrator, we have concentratedon not more than the occurences in the verbmobil dialogs, and have translatedall German present perfects as English simple past. An example is shown in (19).(19) D3:01 der Termin den wir neulich abgesprochen haben : : :E3:01 the appointment that we decided on the other day : : :Utterances in the German past perfect are even rarer, and always correspond to theEnglish past perfect.(20) BonnD1:02 das hatten wir ja vorgesehenBonneE1:02 we had planned on thatThe tense condition for the perfect and the past perfect is constructed composi-tionally, in analogy to the future.9 The perfect auxiliaries sein and haben introduce8Future perfects have not as yet occured in the verbmobil dialogs. However, the model pre-sented here can be readily extended to include a treatment of these constructions as well.9The realization of this approach is due to C.J. Rupp, who coordinated the speci�cation of themtv (mood-tense-voice) access predicate in close cooperation with the syntax (S. Schachtl). 122



Miriam Buttthe condition that the event time must lie before the reference time. The relationbetween the speech time and the reference time is determined by the morphologicaltense of the auxiliary: if the auxiliary carries present tense morphology, the rela-tion between R and S will be one of coincidence. If the auxiliary carries past tensemorphology, the reference time will precede the speech time.The Perfecte rel r: precede (introduced by auxiliary)r rel s: equal (present tense morphology)r time : sort: temporal c (underspeci�ed)s time : (speci�ed as \now" in anchors)e time : (coindexed with the verb)tense inst: (same as the e time)The Past Perfecte rel r: precede (introduced by auxiliary)r rel s: precede (past tense morphology)r time : sort: temporal c (underspeci�ed)s time : (speci�ed as \now" in anchors)e time : (coindexed with the verb)tense inst: (same as the e time)The transfer rules for the English surface tense are shown in 8 and 9.8. German Present Perfect ! English Simple Pastsaturate_tense1(precede,equal,##,##,##) =>sur_tense:spast.9. German past perfect ! English past perfectsaturate_tense1(precede,precede,##,##,##) =>sur_tense:pastperf.9.5 ProgressivesNo special treatment of progressives in terms of an operator was necessary. For adetailed discussion see Butt (1995).9.6 Quanti�cationThe interaction between quanti�cation and tense is represented in terms of twotense conditions: one introduced by the event in the scope of the quanti�er, andone introduced by the quanti�er.The quanti�er does not itself denote an event, so the tense condition of thequanti�er is agged as being nontemporal (entitaet c). The information with regardto the temporal relations that hold between E, R, and S are \copied" up from the
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Miriam Buttembedded tense condition. The connection between the two tense conditions isguaranteed by the fact that they both refer to the same event (e time).The details of the copying/raising approach were suggested by K. Eberle to allowan easier integration of the tense module into the transfer component: direct accessto temporal information at the top level is thus ensured and tense is given widescope. For a more detailed discussion of quanti�cation and the interaction withtense see Butt (1995).The fact that the tense condition of a quanti�er is agged as nontemporal allowsa triggering of special rules needed for the present tense. As we saw above, Ger-man present tense sentence are generally ambiguous between a present and futurereading. Furthermore, depending on the Aktionsart of the verb, either a simplepresent, or a present progressive is appropriate in English. Quanti�ed present tensesentences, however, can only be realized in the simple habitual present tense.(21) Ich mache immer montags Termine aus.I always make appointments on Mondays.*I am always making appointments on Mondays.*I will always make appointments on Mondays.The agging of the tense condition for the quanti�er as nontemporal instantiatesthe special rules in 13 and 14. The rule in 13 ensures that (21) will be realized inthe English present tense.13. Quanti�cation without Temporal Adverb ! Presentsaturate_tense1(assoc,follow_eq,entitaet_c,##,~st_dist) =>r_rel_s : equal &sur_tense:present.14. Quanti�cation with Temporal Adverb ! Futuresaturate_tense1(assoc,follow_eq,entitaet_c,##,st_dist) =>r_rel_s : follow &sur_tense:fut.The rule in 14 allows for cases like (22), in which the temporal adverb situatesthe set of appointment-making events in the next year.(22) N�achstes Jahr mache ich immer montags Termine aus.Next year I'll make appointments on Mondays.For a more in depth discussion of issues yet to be resolved, especially with regardto possible di�ering scoping relations between quanti�ers and temporal adverbs,again see Butt (1995).9.7 Modals and ConditionalsA tense condition each is constructed for the modal and the embedded main verb.The speech time (s time) in each tense condition is the speech time speci�ed contex-tually (in the anchors feature). The tense condition of the embedded verb remains124



Miriam Buttunderspeci�ed and is assigned a value of non�n(inite) for the English surface tense.For the modal a �nite surface tense value is instantiated according to the tensetransfer rules described above. The presence of temporal adverbs has no e�ect ontense realization because modals are consistently analysed as states.Though modals are quite straightforward with respect to tense and transfer,several complications arose in the implementation. One of the more interestingones, and one which has not as yet received a satisfactory solution, is the problemposed by conditionals (subjunctives) like k�onnte, sollte, and st�anden. For one, allof these are analyzed as past tense in the syntax because of their morphologicalform. The rules which map from the syntactic information in the mtv (mood, tense,voice) access predicate to temporal relations therefore initially assigned precede asthe relation between R and S and situated all conditionals squarely in the past. Andwhile it could be argued that at least sollte in principle has a past tense reading, inactual fact, none of the conditionals in question are ever used in the past tense inthe verbmobil dialogs. Examples are shown in (23).(23) a. D7:05b dann sollten wir unseren Termin davor ausmachenE7:05b then we should arrange for our appointment before thenb. D7:03a Anfang Juli h�atte ich noch ZeitE7:03a I would still have time at the beginning of JulyThis problem is circumvented easily for most of the conditionals by taking moodinto account in addition to the morphological tense in the mapping from syntax totemporal relations.9.8 SummaryThe approach to the transfer of temporal phenomena presented here allows a broadcoverage of the verbmobil corpora. A tense condition within a drs is constructedcompositionally through a lexical speci�cation of Reichenbachian temporal rela-tions in the semantic lexicon, and information about the morphological tense of apredicate that is provided by the syntax. The compositional construction of tenseconditions is realized in parallel with the Semantic Construction. The subsequentevaluation and instantiation of the English surface tense takes place within theTransfer module. The instantiation of target language tense also takes into accountthe interaction of tense with temporal adverbs, and quanti�cation. In particular,temporal adverbs serve to disambiguate the German present tense.Since our primary focus for the Demonstrator was the German present tense,the system naturally needs be extended to allow a more complete treatment of tenseand aspect in the second phase of the project. The extension is planned in terms ofa greater reliance on Aktionsart, the use of a calendar model and world knowledge(modeled in back/flex) to allow a more precise evaluation of temporal relationsand a modeling of temporal anaphora.
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Chapter 10Example OutputThe output of the transfer module for the sentence in (1) is shown in (2):(1) dann schlage ich vor donnerstag achter juli um halb vier(2)%%% used time (msec): 9750%%% result:[(sign &sem:(sem_t &lambda:[] &drs:(drs_t &dom:[] &conds:[(phi_condition &phi_arg:(drs_t &dom:[(A &marker &sort:dynamisch_c)] &conds:[(alfa_condition &alfa_arg:(B &marker &snumber:individual &sort:mensch_c) &alfa_type:std &alfa_restr:(drs_t &dom:[B] &conds:[])),(alfa_condition &alfa_arg:(C &marker &sort:uhrzeit_c) &alfa_type:std &alfa_restr:(drs_t &dom:[C] &conds:[(rigid_condition &rigid_pred:tofd &rigid_inst:C &designator:330)])),(basic_condition &pred:at &inst:(D &marker &sort:(entitaet_c & ~situation_c)) &126



Martin Emeleargs:[(arg_role &arg:C &role:unspec_temporal_inclusion_rel)]),(alfa_condition &alfa_arg:(E &marker &sort:tage_c) &alfa_type:std &alfa_restr:(drs_t &dom:[E] &conds:[(rigid_condition &rigid_pred:dofw &rigid_inst:E &designator:5),(basic_condition &pred:timeloc &inst:E &args:[(arg_role &arg:(F &marker &sort:monate_c) &role:relation_rel)]),(rigid_condition &rigid_pred:mofy &rigid_inst:F &designator:7),(rigid_condition &rigid_pred:ord &rigid_inst:F &designator:8)])),(basic_condition &pred:timeloc &inst:D &args:[(arg_role &arg:E)]),(G &basic_condition &pred:suggest &inst:A &args:[(arg_role &arg:B &role:agent_rel),(arg_role &arg:D &role:theme_rel)]),(tense_condition &e_rel_r:overlap_rel &e_time:A &r_rel_s:equal &r_time:(marker &sort:temporal_c) &s_time:(H &marker &sort:temporal_c) &sur_tense:presprog &tense_inst:A &tloc:(tloc_type & ~st_dist & ~st_perf & ~st_prec))]) &phi_op:phi_op_val &phi_pred:then1)]) &quants:[] &
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Martin Emeleanchors:[(disc_anchor &param:B &discourse_role:speaker),(time_anchor &time_param:H &time_role:now)] &ip:(ip_t &cond:G &idx:A) &persp:(persp_t &p_inst:A)) &prag:(prag_t &imp:no &key_wds:[dann] &prosody:prosody_val &verb_position:verb2 & whq:no))]
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Chapter 11CoverageAn overview about the tested coverage can be found in table 11.1:4 dialogues108 sentences889 words107 sentences through parser103 sentences through semantic construction100 sentences through transferTable 11.1: Tested CoverageTable 11.2 shows the �gures of the potential coverage acccording to the Verb-mobil demosntrator word list: de�ned used in dialoguesverbmobil wordlist 1292 279German Semantic Lexicon (full form) 1606 279German Semantic Lexicon (lemmata) 619 207Transfer Rules 742 255English Semantic Lexicon (entries) 553Table 11.2: Potential CoverageThe following semantic phenomena were treated within the MDS semantic con-struction and transfer component:� idioms� isolated words and phrases� anaphoric and elliptical expressions� date and time expressions
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� wh-questions� reexive and pre�x verbs� verbs with sentential and prepositional complements� determinerless noun phrases� nouns functioning as modi�ers, etc.
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