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Abstract

The paper describes a simple metbod for ob-
jectively evaluating the compositionality of a
transfer-based Machine Translation system. The
question is the extent to which rule interaction
gives rise to (unwanted) side-efiects. An exam-
ple is given of the use of the method in the con-
text of the BCI (Bilingual Conversation Inte:-
preter), an interactive transfer-based bidirectional
Machine Transiation system.

Introduction

When trying to evaluate a Machine Translation
system, two different approaches are possible: ei-
ther the system’s behaviour in its proposed en-
vironment is assessed, ot the theoretical coverage
and worth of the transfer formalism is evaluated.
The first type of evaluation concentrates on trans-
lation quality and effectivess, while the latter seeks
to specify which linguistic constructions the sys-

tem can handle. Most work in the field bave been.

concerned with system behaviour; bere, we will
concentrate on linguistic coverage.

In the literatute on Machine Translation, s
pumber of criteria are mentioned as significant

*Part of the research described in this paper was also
reporied on at the Meeting of the Internations! Working
Cronp on Evaleation of Mackine Trenslation Systems, Les
Rasse, Switserland, April 1991,

1The wark reported here was funded by the Swedish
Institute of Computer Science, and the greater part of it
was carried out while the fourth author was employed thery.
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when evaluating the worth of a transfer formalism;
among these are ezpressiveness, ssmplicity, gener-
ality, reversidility, langusge-independence, mono-
tontcsty and composstionalsty.  Unfortunately,
when trying to convince others of the worth of
one's own approach, it soon becomes evident that
most of these are not easy to measure objectively,
if they are not absolute properties of the formal-
ism. (In particular, & pure unification-based for-
malism is guaranteed to be monotonic). To say,
for example, that a formalism is “good” from the
point of view of expressiveness, and then back this
up with five carefully-chosen examples, is not re-
ally to say very much.

Compositionality, however, can be measured ob-
jectively. Here, we will describe & simple method
for evaluating the compositionality of a transfer-
based MT system, and give an example of its use
in the context of the BCI (Bilingual Conversa-
tion Interpreter) (Alshawi et ol 1991), an interac-
tive transfer-based bidirectional system currently
being developed in a co-opersation between SICS-
and SRI Cambridge. The main components of the
BCI are Englisb (Alshawi ed. 1991) and Swedish
(Gambick, Lovgrea & Rayner 1991) versions of
the SRI Core Language Engine, transfer taking
place at the level of Quasi Logical Form (QLF)
(Alshawi & van Eijck 1989); the transfer formal.
ism is unification-based and bidirectional. Our ap-
proach to Machine Translation is aimed at keeping
the transfer component as simple as possible, while
depending on fully constrained reversible monolin-
gual grammars for correct analysis and synthesis.



Measuring compositionality

Perhaps the most important factor in keeping
transfer simple is the degree to which the trans-
fer relation is 8 homomorphism, i.e. the degree to
which transfer rules are compositional.

For compositionality to be a meaaingful notion
in the first place. 1t must be possible for transfer
tules to apply to partial structures. These struc-
tures can consequently occut in different contexts;
other transfer tules will apply to the contexts as
such. The question is the extent to which partic-
ular combinations of rules and contexts give rise
to special problems. In a perfectly compositional
system, this will never happen, although it seems
a safe bet that no such system exists today. What
we want is a method which objectively measures
how closely we approach the compositional ideal.

Our first step in this direction has been the con-
struction of compostionslity tebles, in which a set
of rules and a set of contexts are systematically
combined in all possible meaningful combinations.
This is done in order to figure out the extent to
which the complex transfer rules continue to func-
tion in the different contexts.

In the following three diagrams, we give an ex-
ample of such a table for the current version of
the BCI. Table 1 gives a set of rules, which exem-
plify six common types of complex transfer. Table
2 gives a set of twelve common types of context
in which the constructions referred to by the rules
can occur. Finally, Table 3 on the next page sum-
matizes the results of testing the various possible
combi.. ations.

To test transfer compositionality properly, it is
not sufficient simply to note which rule/context
combinations are handled correctly; after all, it is
always possible to create a completely ad Aoc s0-
lution by simply adding one transfer rule for each
combination. The problem must rather be pased
in the following terms: if there is a single rule for
each complex transfer type, and a aumber of rules
for each contaxt, bow many estrs rules must be
added to cover special combinations? It is this
issue we will address.
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I Table 1: Types of complez trensfer used

xsmple

ype
Different

John likes Mary
| particles Joba tycker om Mary
Pasaive lasurance 1s included
to active Forsakring ingds
Vetb John owes Mary 320

to adjective

Joha dar skyldig Mary $20

Support verb

to normal verb

John bad an sccident
Joha rdkade ut for

en olycka
Single verb John wants a car
to phrase Joha vill ha en bil
(lit.: “waants to have”)
Idiomatic Jobn 1s in a hurry
use of PP John har bréttom
(lit.: “has burry”)

Table 2: Trensfer contezis vaed

Context ple
Perfect tanse | Jobn bas liked Mary
John har tyckt om Mary
"Negated Joha doesn’t like Mary
John tycker inte om Mary
'YN-question [ ary!
Tycker John om Mary?
WH-question | WBo does John like’
Vem tycker john om?
Pamive Mazry was liked by John
Mary blev omtyckt av Jobn
Relative The womaa that Jobn likes
clause Kvinnan som Joha tycker om
Sentential T think Jobn Likes Mary
complement | Jag tror John tycker om Mary
Embedded know who John likes
question Jag vet vem Jjohn tycker om
VP modifier | John Likes Mary today
John tycker om Mary ida,
Ob)ect 1 want John to like Mary
raising Jag vill att John ska tycks om
Mary
(“T want that J. shall like M.”)
Change John stopped liking Mary
of aspect John slutade tycka om Mary
(“. stopped like-INF M.")




Table §: Compositionality Table

| ~

: (Sw-ish-English shoun above Enghsh.Swedssh) !
Transfet Different Active to  V\erb to Support verd Single verb  Idiomatic
context particles passive adjective  to normal verb to phrase  yge of PP
Present OK CK oK OK OK OK
fense OK OK OK OK oK OK

. Perfect i OK generator  OK 0K OK OK

1 tense 0K OK OK OK oK OK
Na2gated i pres-not pres-not pres-not past-not pres-not tranaler

| pres-not pres-not pres-not past-not pres-not transfer
YN. OK OK OK OK OK OK
question OK 0K OK OK OK oK
WH- OK OK OK OK OK OK
question oK OK OK OK OK OK
Passive OK . . . . .

OK - OK - OK .

Relative OK oK OK OK OK Ok
cluuse OK OK OK OK OK OK
Sentential OK OK OK OK OK CK
complement | OK OK OK oK oK (0] 4
tmbedded OK oK GK OK OK QK
question OK oK oK OK OK oK
VP oK tracaler OK OK OK oK
modifier OK transfer (0] 4 0K OK 0K
Change of | OK OK OK oK OK OK
aspect OK OK OK OK OK OK
Object transfer transler tranafer tranaler tranuler tranafer
raising OK oK OK oK oK oK

Each square in Table 3 consists of two eniries, the
first for the Swedish-English, and the second for
the English-Swedish ditection. The entries are to
be interpreted as follows:

o - means that the combination was not appli-
cable, i.e. that the construction referred to by
the rule cannot occur in this contaxt.

¢ OK means that analysis, transfer and gen-
eration all functioned correctly, without any
extra ruls being necessary to deal with the
particular context.

¢ generator means that the generator compo-
Dect was unable to generate the correct target
language sentence.

¢ transfer means that the transfer component
was unable to maks a correct transfer.

o All other entries are namaes of rules nesded
to deal with special combisations of rule and
context. For table, only two extrs rules
:T?ﬁn ed: g‘n‘ohanot, w ch{cvum“:gc
relative sco ¢ operators for o B
and the pu‘:nt tense &'ﬁﬁ t-not,e"bjch
performs a similaz function for the past tense
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The actual results of the tests were as follows,
Thete were 136 meaningful combinations (some
constructions could not be passivized); 18 115 of
these. transfer was petfectly compositional, and
no extra rule was needed.

{ the temaining 21 rule/context/direction
tnipies. seven fatled for basically uninteresting rea-
sons the combination “Perfect tense + Passive-
to-active” did not generate in English, and the six
sentences with the object-raising rule all failed in
the Swed:sh-Engiish direction, since that rule is
currently uni-directional. The final fourteen fail-
ures are significant from our point of view, and it
is intetesting to note that all of them resulted from
mismatches in the scope of tense and negation op-
erators.

The question now becomes that of ascertaining
the generality of the extra rules that need to be
added to solve these fourteen unwanted interac-
tions. To reorder the scopes of tense, negation and
modifiers, and account for the scope differences be-
tween the English and Swedish QLFs arising from
the general divergences in word-order and negs-
tion of main verbs televant here, two rules involv-
ing general transformations of the QLF stricture
were added. These solved ten of the outstanding
cases.

The four bad interactions left all involved the
English verb to be; these were the combinations
“Passive to active + VP modifier” and “Idiomatic
use of PP + negation”, which failed to transfer in
either direction. Here, there is no general solution
involving the addition of s small oumbaer of extra
rules, since the problem is caused by an occurrence
of 10 be on the English side that is not matched by
an occurrenca of the corresponding Swedish word
on the other. The solution must rather be to0 add
an extra rule for each comples trensfer rule i the
releveny class to cover the bad interaction.

Summarizing the picture, to solve the specific
examples in the test set, two extra rules were thus
tequired. The tests revealed that all bad inter-
actions betwean the transfer rules and coutexts
shown hers could be removed by adding four extra
rules to cover the 124 poasible interactions.

Extending the framework

It should be pointed out that the compomtional-
ity table presented here is still too small to detect
more than s fraction of the bad rule interactions
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that may occur in the current system. Mogt im-
portaat is to extend systematically the set of con-
texts, taking note of the fact that many of the
features they are intended to tepresent are in fact
orthogonal to each other.

A full set of contexts would include at s mini-
mum all legal combinations of independent choices
along the following dimensions:

o Tense: Present, past or future.
o Mood: Active or passive.
o Negatien: Positive or negative.

¢ Modification: Unmodified, PP modification,
ADVP modification, modified by {ronted con-
stituent.

¢ Clanse-type: Declarative sentence, Y-N ques-
tion, WH-question, relative clause, seatential
complement, emb .dded question, progressive
VP complement, object reising.

Multiplying out all the choices gives a total of
384 distinct contexts; this must then be multi-
plied by the number of transfer rule types to be
tested, and doubled to get both directions of trans-
fer. With the figures given above, 4608 seatences
would have to be tesied. in practice, of course, not
all combinations are possible. Specifically, pas-
sives don’'t interact well with other rule-contexts,
leading to a total size of the test set of 3082 sen-
tences.

Developing the softwars support needed to be
able to run tests of this sise regularly is clearly
not a trivial task, but our opinion is that being
able to do so greatly contributes to maintaining
the system’s reliability and integrity. We are thus
giving high priority to constracting the necessary
tools in the current phase of the project.

Also worth noting is that the tests described
above are exclusively at the eentence level. For
complete teets of the compositionality of transfer,
one would have to construct test schemes for at
least the noun phrase level, as well. The compo-
sitionality tables for NPe should account for the
interactions (in various positions) of different NP-
modifiers. Thus, the tranefer comtexts should be
something like the ones suggeoted in Tuble 4 and
the transfer types ehould include the cnes given in
Table 5. This will be farthar studied in the pext
phase of the project.




———

Conclusions

\We have described a straight forward way of mea-
suring the compositionality of transfer-based MT
systems by the use of “compositionality tables”
We :laim this to be a good method for the ob-
_ective 2valuation of one aspect of MT systerns,
=ven though the tables given in this paper should
be further extended to capture-more transfer con-
texts ind types of transfer rules, as well as NP-

structures

i Table { NP transfer contexts

Transfer context | Example
Plural car parks
parkeringsplatser
Definite the car park
parkeringsplatsen
Genitive car park’s
parkeringsplatsens
rre-modified by | big car pack
Adjective stor parkeringsplats
Pre-modified by | his car park
Genitive hans parkeringsplats
Post-modified by | car park here
PP parkeringsplate hir
Post-modified by | car park which [ use
Relative clause parkeringsplats som jag anvander

Table 5: Complez NP transfer types

Transfer type Example

Adjective Noun | bad luck

to Noun otur

Noun PP chairman of the board
to Noun styrelseordforande
Noun Noun car park

to Noun parkeringsplats

Past Partiaple | Ihe broken cup

to Adjective Den trasige koppen
Adjective to The uninsurable car
Relative clause | Bilen som inte kan forsikras
PP to ¢ end of the story
Genitive Sagans slut
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