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Abstract

The methodology and developmental technology were
created for a speech understanding system based on syner-
getics and semantic-pragmatics ideas, A real speech pro-
cessing syslem GOLOS-2 was then designed as a modular
assambly whose modules correspond to similar tevels of
mzn's verbal and mental processes. Its behaviour 15 regu-
lated by 2 through understanding ‘insight’ procedure that
functions as a gomputer analogue for a pragmatic—¢ormmy-
nicative operator of human verbalfmental activity.

1. Intraduction

Modern civilizatien is stimulating language engineering
to consider the problems of speech processing. One
might even talk in terms of a ‘conversational compot-
ing explosion’, which is a direct result of a universal
informational explosion and of multilingual communi-
cition demands. In these conditions, business is boom-
ing in the lapguage cngineering technology market,
with 1he mast commereially viabie speech recognition
systems  being  DragonDictaie  for Windows 2.0,
Macintosh PowerSecretary, 1BM Voice-Type Dictation
etc, (Language Industry Monitor, 1995). Therefore,
such systems deal with acoustic-phonetic and partially
linguostatistical analyses as well as with lexical analysis
and synthesis of speech. However, text entropy
measurements and psycholinguistic research in man~
machine interaction have shown Lhe bulk of the text
information to be provided by lexical units and by

conlextual {semantic-syntactic and pragmatic) rela--

tionships in a sentence or in an entire text. Potential
(slatistic) and syntactic information, which imposes
combinatorial and quantitative constraints on the text
frequency and combinability of letiers, phonemes, and
distinctive features, coniributes moderately 1o the
recognition of utterance content (Piotrowski, 1984, pp.
219-245, 255-265; 1986, pp. 36-40; Kosarev, 1989,
19ud},

On the other hand, unlike normalized printed fext,
our speech is full of grammatical errors, incomplete
senlences, and words, and it is constamly disrupted by
repelitions and  hesitations, However, disregarding
the defects, we gather the utierance meaning using
knowledge based on our language and life realities,

Elence, it follows that the progress made in devetop-
ing computer speeck analysis and in going from recog-
nition 1o speech understanding {SU) has been due to
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high-level, i.e. semantic-syntactic and pragmatic,
speech processing based on the use of advanced lan.
guage engincering lechnologies (Zue et af,, 1990;
Senelf, 1992, Prieto et af, 1994; Smith er af, 1995;
Waibel 1996}, ]

The elaboration of high-level speech processing
strategies and techniques involves a choire between
the following two philosophies of languages. One of
them, dating back 10 Plalo, Leibnitz, Hjelmslev, and
Chomsky, holds that language is a closed logical system
{Epyov) and speech utterance is generated and under-
stood con the hbasis of a propositional calculus.
According (o the second approach, language and
speech are considered a fuzzy dynamic mechanism—an
£vépyere (von Humboldt, 1907, pp. 44-48; Baudouin
de Courtenay, 1903; Zadeh, 1976) rather than a static
logical subject.

The entire experience gained in lhe domain of
language engineering supgests that NLP models devel-
oped on the basis of the strict rules of the first philoso-
phy are unable (¢ explain or indeed resolve many of
the paradoxes of human mentaliverbal aclivity and
man-maching interaction (Piotrowski 1984, pp. 47-53;
Kosarev, 1995, pp. 1211-1214}. Neither can they account
for antinonmies involved in $U and NLP such as:

& how to get reliable sentence from fuzzy, less reliable
enits; L

» how to ge1 a correct decision from inexact or incor-
rect hypotheses set; '

® how to get the best decision from a correct set of
equivalent hypotheses. or el e

However, using some mysterious ‘demons’ of self-
regulation and self-organization {Koehler, 1990, 1992;
HieBitek, 1995, pp. 12-14) hidden in our subcon-
scipusness, & man, in the course of his everyday
mentalfverbal activity and communication, solves these
preblems advantageously. The chaltenge now is to
reveal these mysiericus synergetic mechanisms and to
simnulate them on the compuier. o

2. Conception

As a consequence of the use of inadequate basic postu-
lates based on the “Epyov™ approach, researchers have
been unable 10 generate a single stably working NLP-
MT and, particularly not an SU-MT system.

All things considered, we shouid abandon the tradi-
tional logical approach 1o spoken language under-
standing and use some psycholinguistic synergetic and
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stochastic ideas of the évépyera philosophy. First and
foremost, we should proceed from Saussure's assump-
tion that every linguistic unit is a mullidimensional
system entering in a number of paradigms and associa-
tive series simullaneously (de Saussure, 1983, Part 1,
Chapter V, p.3; Chapter VI, p.2).

Therefore, a wocking SU system should be designed
as a modular assembly, where every acoustic, seman-
tic-syntactic, or pragmatic program module corre-
sponds to a simitar level of human speech and text
processing. However, the construction of such a modu-

" lar system involves some complications. The well-
known language engineering principle of level-by-level

;> - text processing generates an enotmous number of

incotrect -solutions, increasing the uncertaimy within
-« the SU system. Hence, 2 new paradox crops up: the

 more sources of infermalion we consider, the worse
SU quality we get. This difficulty may be obvialed with
the aid of a through understanding procedure which
may setve as a synergetics jook-alike for the commu-
nicative pragmatic operator of human mentaliverbal
activity (Piotrowski and Tambovisev 1994, pp. 291-293;
Piotrowski 1996, pp. 86-89). This procedure consisis of
choosing an oplimal hypothesis in accordance with
integral estimation worked out by the SU system on
the basis of the sender’sfreceiver's world model with its
own thesaurus vocabulary pre-loaded into the system
database (see below).

3. SU System Architacture

Each SU system is a complex which should be
described Ihrough a multiaspect representation, Two
description strategies are presented below; a structural/
functional and a synergetic {more precisely, a manage-
mentidecision) one.

3.1 Seruciuealffuncrional representation of the SU
systent

This type of representation disregards the physical
substrate of the SU syslem and presenis it as a hier-
archy of three levels,

3.1.1 Acoustic—fexical fevel. At this basic level, special
modifications of traditional algorithms of autocorrela-
tion, vector quantitization, dynamic programming, and
word selection are used (Kosarev, 1989, pp. 37-39,

" 1994, pp. 1281-1284). Using the symbol §* for signal,
these procedures give

S’=S‘|‘S'zn‘,5',-.”.,5*{,.

where L is number of words in the utterance.

By applying the dynamic programming (or HMM
method), each $*; can be mapped one-to-one into the
subset W* which includes the most probable hypo-
thetical wordforms (w/f) from the vocabulary ¥, each
hypathasis being a pretendes 10 embodying 5%, Thus,
the'S* is transformed inlo a w/i se1 sequence

We = W Wa W W

In the Jong run, the incoming signal is mapped onlo
a input sentence hypothesis set:
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[A
Pr=Jlwse={f=W, W,...,
i=) W, W, e Ws, i=11),

3
and 1F+ = [T 1w,

=1

Each hypothesis has #ts own acoustic estimate:
i
Ea=1 3087 e)i= T,
i=1

where C is DP distance between the signal 5% and a
word sample from an acoustic-lexical database, For a
more detailed discussion, see Kosarev (1994, pp.
1281-1284) and Biermann er aif. (1992).

3.1.2 Symeactic-semarntic associative level Associalive
analysis of phrases—hypotheses is based on the follow-
ing pre-requisiles.

1. Semantic-syntactic knowledge is realizing in
human consciousness and subconsciousness by
associalion mechanisms (Lyons 1972, 2.2.1, 2.3.3,
9.4.4; cf. Oaksford and Chater, 19%1),

2. The associalion connection between two word-
forms can be evaluated through the use of binom-
inal word-combination stalistics {Gorodeckij e
al., 1971, Daneiko er al., 1973 Kravez, 1973;
Gustaffson, 1975) or by using expert estimates
{Howes, 1957; Deese, 1962, pp. 161-175; Leontiev,
1977),

3. The connection degree within a hinomial word-
combination can be used as a quintilative assess-
ment of its comprehensiveness and sensibleness
(Kosarev and Jarov 19953,

Now, et
W=, W, . W, . Wl ¢g=T&

Be a vocabulary, where for each ordered pair of word-
forms (W,, W} we set, statistically or expertly, a cost
factar ay, evaluates the semamic-syntactic conneclion
between W, and W, The cost factor values are
adjusted 30 that the ultimaie result will be equal 10
zero in the ideal case and will increase with the decay
of the W, and W, connection. Indeed, such a connec-
tion in the word pair requesr clearance from Airspeak
language is stronger than that in the binomial combina-
tion Riga route. Note that a=0, e [ay,, .. and
generally ay, + day,. As a result, we obtain o vocubulary
cOTNEctivily matrix
A[N,N} = ||(-'ﬂ,|'|.

The matrix is built up statisticaily or by experts in
accordance with a four-point scale: low (3), medium (2),
high (1), very high (D) (cf. Zadch, 1976, pp. 254-258).

Then, we take an arbitrary wordlorm sequence
(utterance) with length L

fom W Wt WL W
MNext we extract from 4 a subser A* that would
involve all (W,, W) pair factors ordered according 1o g

[ -
At = Iam.npaug.rrp - LTI ",I‘
A=,

oo g np Ay e - e -
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As a tesult, the syntaclic-semantic associative esli-
mate for the utierance f, may be expressed as a nor-
malized sum

=1 &

i
Euss(") = ‘(':-T' z Ty, g

"L el on=a vl

k<s

313 Pragmatics level 1 5 known thal complele
specch understanding is possible through consideration
of a sulficiently wide siluation context in concert with
sender'sireceiver’s lile knowledge or their professional
pragmatics, In cur SU system, the pragmatics compo-
nent is to be realized by means ol ‘soft’ gquantilative
comparison of input ulterance hypotheses with canonic
tempict seniences, each of which corresponds one-1o-
one 10 a certain acl within the ramework of a situation
of man’s activity (Bekwith er af,, 1992). As a result of
this comparison, each hypothesis lakes a quantitative
pragmatic cstimale E, {sce betow) that is essential for
integral estimation £ (see below) of the input sentence
semanlic interprelation. From the synergetic stand-
point, the pragmalic level 35 the most importam SU
stratum. 11 is at Lhis level where the majorily of deci-
sionfmanagement and control operations are per-
formed. Therclore, it makes sence to  describe
pragmatic procedures and lechnique vnder the syner-
getic representation.

3.2 Symergetic (management'decision) representation of
the SU system

An SU system involves recognition operations which
arc performed undee uncertainly presented in the
input signal, as well a5 in algorithmic blocks of higher
levels by a set of versions, [rom among which the SU
system selects purpesefufly the optimal decision. That
is the reason why the SU modei should be described
syrergelic terms. As was shown, the SU process is to
be represented as a mapping of inpul signal sequence
5* (source senlence) lirst ino a space of synlaclic-
sernantic hypotheses A and next into a set of their
pragimalic eslimies.

Taking into consideration thal the number of situa-
tions in any domain is finite and that there are no
infinitely long sentences describing them, the prag-
matics processing procedure is achieved on a limited
domain model represented in the form of the known
slale diagram as an orfented graph. Its arches are
transifions [rom siluation to situation, cach arch con-
nected with a subset of equivalent sentences signifying
a definite speech intention or a concrete command. For
instance, in lower-aircraft 1alks regarding the situation
‘Request emergency landing’, two aliemnative acts are
allowable: ‘Cleared 10 land’ or ‘Do not land’,

As may be scen from Fig. 1. we obtain estimates of
correspandence between Lhe input hypothesis and a
concrele act in Lthe framework of a current situation in
the domain under consideration, along with a com-
mand corresponding 1o this act. Tn other words some of
man's activity model contain a limiled set of situations:

S1 =181, 86....,50. ..., Stg),
where B is a number ol situations,
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Fig. t Pragmatics estimation of input uhierance hypolheses.

For each Sty there exists a subset of acts: each act fis
represented by a canonical command K,

Sty Ky = Koy, Kpao oo Ky - Kb

Similarly, for each K, a certain subset of synonymous
sentences is specified or generated

ij, - [Kp,),;j. Kp,_fz. v Kq.',, e ijﬂ]'

The challenge now is to estimate the semartic dis-
tance between input sentence hypothesis f, = Hand a
canomical variant K, = K. Let us suppose thay this
estimate will be based on the following assumptions.

¢ H and K sentences can be (reajed as subsets of
waordforms but not as tuples (i.e. sequences of word-
forms); the problem is that workshop slang {Kosarev
and Kulakov, 1994) makes wide wse of syntactic vari.
ation for the short command sentences, cf. in
Airspeak language: regiest clearance fo faxi, or
requiest taxi clearance, or taxt clegrance, similarly rus.
Npouy PAIpeneHUA Ha DYJEHMe, NPOWY PaIpeveHkn
PYAMTh, DA3IpoMeRNA PYMMTL [poRY, palpeuvTe
DYIMTh, PYAUTE DASPAIMTE , ¢LC,
Each wordform W, from the command sentence has
its own semantic weight V; which may be evaluated
using expert estimates.
@ the sum of the all wordform weights for each phrase
is constant: . . :
: _2‘ V; = const,
i
[t is then possible to present a command sentence K
as a non-regulated set of pairs <wordfarm, its weight>:

K= |<W, V>, <W, Vo, L o<W, Vi,
LWL VR L= IR
1 is practically impossible 10 evaluate a weight for
each wordform of an unexpected inpul utterance,

Therefore, we write, for simplicity, the bhypoihesis
about inpul ullerance as

H= W, Wy W Wl M=IH

Now consider semantic discrepancy between the sels
K and H, which depends on concrele fexicai contents
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of K and H, as well as on L, M, and V; Let vs assess
quantitatively this distance vsing set differences A; =
H\X and A, = K\H, and the intersection A4; = KMNH.
(see Fig. 2). It is easy 10 verify that the absolute value
of the above discrepancy increases with growth of 14,1,
14, and the weights sum of wordforms from the
command sentence. If we normalize our function on
phrases lengths with the faclor

1

L+M
and introduce expert weight coefficients p; and p,. then
the formula for the estimation of pragmatic discrep-
ancy between an input utterance and some variant of
canonical sentence becomes

=p] |A|] +pz|A2|( :
D(H, k) = MR 5 1).

- Henge, it foliows that the minimal value of D{H, K)
shows an oplimal meaning correspondence of the
souree signal §* with a canonical senience K, from Lhe
sel of commands K. These commands are considered
as models for input utterances within the limits of the
domain in question. As a result, we obtain a pragmatics
estimate

£, = min DIH,,, Ky}
agr

for inpul signal 5*

An integrative evaluation of hypolheses about the
meaning of inpul utterance is as a weighed sum of
partial estimates

E=[nEd + By + oy ()"

where oy, oy, and oy are weight coefficients and j
denotes a particular act in the framework of the situa-
tion in hand. £ shows an integral deviation measure for
each hypothesis. A hypothesis with the minimal value
of E is defined as a final “insight” decision in the process
recognition and undersianding of the input signal.
Thus the fillering estimate procedure is an analogue of
a communicative-pragmatic  operator  contsolling
human mentalfverbal aclivity, The reciprocai of the
averaged daia for alf signal estimates [1/( £+ 1} may be
used as a quantitative performance for the synergetics
organization of the SU system (see Haken, 1978).

4, Experimental Procedures. Speech
Understanding System GOLOS-2

4,1 Speech marterial and tatkers, hardware, and software
In order to evatuate cur SU algorithm implemented by
- GOLOS-2 hardware, about 2,000 Russian command
sentences were used. These viterances were essentially
non-expanded simple sentences taken from tower-air-
craft and nuclear power stalion 1alks. Notice thal not

. FHg. 2 ic discrep b a hypothesis sbout the inpul
L and ical d sentence.

only canonicai commands were suggested 10 the sysiem
but also utterances with different deviations, such as
word sequence disorder, the replacement of one of the
wordforms by a synonym unknown 1o the sysiem, the
amission of a non-key wordform, and the addition of
some parasilical lexical units like nowaayicTa “please’,
TAK “well’, elc. In most cases, the sysiem neutralized
such violatiens successfully, piving the impression of
real understanding of an input text by the GOLOS-2
system,

The speech material was read by two male and (wo
female speakers, These subjects suffer from no speech
or hearing disorders. Their dialect is typical of Si.
Petersburg Russian. They had received no training in
phonetics and were completely unaware of the possible
hypotheses that the experiment had been designed Lo
test.

The hardware platform is based on a 486-processor,
is PC-compatible, and inctudes a special Sound Card
which incorporates a spectrographic device (ien-
channel spectrograph), based on TMS-320 processars
and synthesizer. The SU system requires about 1.5 Mb
disk space and works under MS-DOS, The sofiware is
implemented on Turbo C {Borland nc.).

4.2 Experimentaf results

As can be seen from Table 1, the accuracy of
sentences-commands understanding by applicalion of
integral meaning jnterpretation is ruch belter than
isolated word and utterance recognition executed with-
out recourse to these procedures.

5. Some Applications

The above-discussed architecture exhibits a number of
behavioural advantages for -efficient text processing
and human-machine dialog. Fitst and foremaost these
behavigurs can be used

# in designing systems for the deleclion and correction
of spelling errors in scientific and scholarly text (see
Fisk and Bicrmann, 19856

® for developing automatic speech translation systems,

5.1 Semantic-syntactic and pragmatics help for
wtomaric text correction

By replacing the analysing and synthesizing modules of
the Sound Card with a scanner and an orthographic

fing of

Table 1 The relationship b gnition and under
inpui signzl (word or viierance} by the GOLOS-2 syslem

Speitk Recog! [} accuracy Understanding
accuracy of  recognition without  of input utterances
isolated : tic  (sentence-
words and pragmatic commiand)

inerpretation
) (P2} (P

1 0% 0330 X

2 042 0370 0.9

3 085 0860 09490

4 .98 0.964 0999

Mote thal the vaipes Py and Py were olizined using machine e
mental data; the value Py resutis as &, = P/ where fois & mean
inpul uiizrance length (P was also 1ested experimenally),
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synthesizer respectively, the GOLOS-2 SU system may
be converted into a semantic-syntactic and pragmatic
speller whose scheme is represented graphically in
Fig. 3.

It is easy 10 see Ihat the inilial processing is analo-
gous 1o the spectrographic analysis module in our SU
system. [t consists of scanning the input text and trans-
forming il into a chain of ASCIS codes which reflect
only graphieal processing resulls. Such a tex1 containg
lots of errorg of spelling and grammar and uncertain-
ties Jike erroncous inscrlion, Lransposition, and erasing
of characters. Thereflore, the modute for spelling analy-
sis penerates some wordlform hypotheses for each
grapheme chain in accordance with its spelling resem-
blance to vocabulary words and in conformity with
morphological rules,

Al semanlic-syntaclical and pragmatical levels,
some sentence hypotheses from available wordlorm
typotheses scts are constructed. Each  hypothesis
should be evaiuated in the manner described above for
aral utlerance {see Sections 3,1.2,3.1.3, and 3.2).

I the decision-making Bock, all spelling, semantie—
synlaclic, and pragmaltic anaiysis results are summed
over their evaluations {see Section 3.2). In accordance
with his integral estimate, a final decision about the
optimum input sentence hypothl.sn. is made. In this
wity, the system performs the necessary spelling and
prammar texi correclions.

An experimental mode!l of the above-discussed
systern was tested on a sample of abour 200 English
sentences from the domain *A man in the city’ com-
posed from wordlorms taken (rom a limiled vocabu-
ney of about filty words. Belwecen 10 and 20%
wordforms of the sample were distorted by random
subslilution, msertion, extraction, and transposition of
the characters. Once the text sample had been put into
the syslem, it corrected 99% of distorted wordlorms,
As an example, we refer 10 the distorled utterance Hof

Manuseript OI" printed lext
"4

INITIAL PROCESSING:
text scanning and
preliminary processing

}

Text in ASCTI codes

(- IICH-LEVEL v PROCFSSING: 1
*| Ortno I‘a h 1e
ana

| Vacahulary
I

|
|
1
Aszociallver> | Semantic-sim- ¥

matrix Lactle analysis Decision 1

making
"tusight’ }
| Siuatlve Pragmatic » |
dalabaze analysis |
........................ 4

FESILT of ANALYSIS
1errars detectlon
amd correcilont

Fig. 3 The scheme for a systems for correction of ormors in hand- o
1Epewninen 1esl.
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cart | ger tthe senter? The system has pi
transformed il into a correct sentence How cau §n :
the center?
Using semantic-syntactic and pragmattc mlorm
fion, the model js sometimes able to eliminate-yome His
mistakes [rom previous processing and 1o substitute an 1%
erroneously percewed word by another correct lexeme
cl. Hieisrable .. Heis able. e

3.2 Machine speech iranstation . :
The GOLOS-2 system can also be used as an input
madule of a multilingual linguistic automation {LING- -
TON) applied Lo machine speech translation that will
become increasingly important with advances in com-
municalive lechnology and with the necessity of over-
coming language barriers (see Stentiford and Steer,
1988, Rayner et af., 1993, Kilano, 1994).

An indispensable condition for correct inpul witer-
ance translation and its conversion to faithful oral out-
put is the adequacy of the sender’s and receiver’s world
models, That js to say that all the situations and acis
from the first world model must have semantic ana-
logues in the second one. All the acls must also possess
adequate linguistic descriptions in both models. The
Jatter can be present in twe forms. as a sufficiently rep-
resenlative subsct of equivalent sentences or by appli-
cation of a generative procedure.

Being a translating block fot the whole system the
LINGTON should compEy wilh the I'oI'lowmg requwe-
ments.

1. To be multilunctional, i.¢. to be able to achieve a
varicly of behaviours such as machine translation,
indexing, annoation, abstracling of a source texl,
and man-machine dialogue, .

2. To allow for further devetopment and 1mpr0ve-
ment, by adopling the LINGTON to the commu-
nicalion infermational evolution of society and to -
the changing pragmatic outlook of the actual
users of information,

3. To process an unbuill ability 1o preserve its most
essential propertics in case of failure, caused by
viruses, RAM breakdowns, distoction of words, ete,

6. Concluding Remarks

To summarize, two points can be made about the
works that have been analysed inthis paper, . >
First, we have tried 10 show how to inlegrate know-
ledge of different nature to design a robust working
speech dialogue system which can form the input: and'v
cutput paris of a linguistic automaton simulatin
mentalfverbal human behaviour. The next Iong-term :
aim of our work is to construct a model of communica
tive interaction that will be able to support the' negona
tion of meaning 1racking a dialogue. toplc”m
lask-oriented domain and itz knowledge database,,
Second, oral text translating or abstracting, :
when it is carried out by man, cannot always be perfect;
and it would be unfair to ¢xpect a computer to do’be
ter. However, as language engineering technologies
improve and more is understood about how the oral or .-
writlen texls are recognized and synthesized, so more .

17




sophisticated methods can be vsed in machine transla-
tion and abstracting to convey the speaker’s intention.
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