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MACHINE
TRANSLATION

Translating the languages of the world on a desktop computer
comes of age

MURIEL VASCONCELLOS

_he process of converting information from one lan-
' guage to another with a computer, MT (machine
translation), is an increasingly important technolo-
gy. International economic and political stability and
well-being are dependent on shared information. Nev-
¢ in history has there been a more urgent need to top-
linguistic barriers that divide the people of the world.
common markets and stepped-up trade throughout
1d have created overwhelming demands for linguistic
. Just communicating in the nine official languages
uropean Community means translating in 72 different
ns.
yrough translation meticulously captures all the nu-
f the original text. Sometimes, though, a rough trans-
all that is needed. Most translations are still performed
le, but computers are shouldering part of the burden (see
box “An International Network™ on page 156).
reters—translators who deal only with spoken lan-
-don’t have to worry about problems with input and
But translators who must produce written output need
f transferring their results to hard copy. Whether they
tating machine, a typewriter, or a word processing pro-
1e process is slow and costly. Computers can take on
“the drudgery of this process and free the human trans-
* the more creative aspects of the task.

hat Is It?

nes under the generic heading of NLP (natural-lan-
rocessing). At the same time, because the technolo-
ves many complex tasks, it’s often seen as a category
:If. MT’s special status may also stem from the fact
as the earliest kind of NLP. The first translation ma-
vere designed in the early 1930s, and serious efforts
op MT were under way soon after the ENIAC (Elec-
lumerical Integrator and Calculator) made its debut

e software that merely looks up words, MT analyzes
in the original language (the source language) and

automatically generates sentences in the target language in
which you want the translation. Input to a computer for trans-
lation is machine-readable text written in the source language.
Output consists of text in the target language, which may be
displayed on-screen or printed. Hard copy often shows the
source and target texts side by side (see “How MT Works” on
page 167).

MT can involve human assistance, but it shouldn’t be con-
fused with MAT (machine-assisted translation), a related but
different mode. In MAT, a human translator prepares the tar-
get version using a word pro-
cessing program and musters || GGG
the aid of automatic terminolo-
gy managers, on-line multilin-
gual term banks, text-critiquing
software, repetitions process-
ing, and other computer-based
tools that help to boost produc-
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distinction between the two by
providing pieces of text that can

serve as translation building Resource Guide:
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nents of the translator’s work-
station, which may include full
MT as well.

What Does It Do?

The dream is to build the
equivalent of the babblefish of
Douglas Adams’ book The
Hitchhiker’s Guide to the
Galaxy—a wearable device
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Photo 1: The first knenvnt trial of MT took place in Janwary 1954, Shown here are a card punched with a sextence in Russian and

ar prrinterned of the transiation in English.

that simultancously interprets from and
into any language of the world. This con-
cept sounds like science fiction, but in re-
ality, speech-to-speech technology, in lim-
ited forms, is already in the wings. In the
meantime, MT of written texi is proving its
melile in a respectable range of settings.

MT works best if the subject matter is
specific or restricted (e.g., mainienance
manuals). The results are even betler when
the original text is straightforward and de-
void of ambiguities.

Car manuals, for example, are consistent
in style and vocabulary. Peter Wheeler of
Antler Translation Services (Sparta, NI)
uses MT to translate automobile manuals
from English to French for General Mo-
tors. “Automobile manuals are ideal MT
texts —very dry, very objective, very fac-
tual, extremely repetitive, and very bor-
ing. That’s not the sori of stuff a human
translator works with well, With MT, I've
achieved a threefold increase in through-
put.”

Progress in MT is measured by a sys-
tem’s ability to gradually handle more dif-
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ficult text types and language combina-
tions, with as little human assistance as
possible. Another key goal is to be able to
translate between European languages and
languages that have non-Roman alphabets
and structures (e.g., Japanese, Korean, Chi-
nese, and Arabic). Finally, progress in the
field is also gauged by how flexibly the
system fits into the user’s operation,

Lo R
Key Features

e {ills a huge and growing need
for its technology

* iz moving to deskiop systems
= can double human output

= s cost-efficient

= offers dial-up services

Future Enhancements
» provide better-quality sysiems
= add more applications

Two key factors have come together to
make MT easier to use. For a long time,
the primary obstacle 1o more widespread
use of MT was the cost and difficulty of
getting text into the computer (see photo
1). Now there are large volumes of text
in electronic files ready 1o serve as fodder
for MT,

But the most dramatic difference is that
personal computers and workstations now
offer enough processing power to take on
the MT functions that have been main-

t for nearly 40 years, Down-
sizing from the Goliaths to the Davids of
computing has produced a new generation
of devices that will soon be able to per-
form MT applications on the fly.

MT systems spend a lot of time looking
at the various ways in which a sentence
can be parsed and considering the roles
and meanings that each word can have,
Maost of this time is spent mulling over
possible choices. For example, the main-
frame-based Systran system from Sysiran
Translation Systems (La Jolla, CA) pro-
cesses about 10,000 rules per second. 1f
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you are performing MT on a desktop sys-
tem and your document has many pages,
the process may tie up your computer for
quite a while.

Junior Babel-Busters

As the technology gravitates to smaller and
more personalized computers, MT is be-
coming accessible to a larger public. The
first personal computer—based system—
the MicroCAT (which is no longer pro-
duced)—appeared in 1983. Today, the
Sun Microsystem Sparcstation and other
midrange Unix workstations are host to
many commercial MT systems, as are vir-
tually all the laboratory prototypes (see
“Babelware for the Desktop” on page 177).
Unix workstations, 386 and 486 PCs, and
high-end Macs all provide sufficient power
on the desktop to run the biggest MT sys-
tems. The challenge is to adapt the soft-
ware to the new environments.

A recent example of a system designed
for the capabilities of the 386 is the Eng-
span, which was developed by the Pan
American Health Organization in Wash-
ington, D.C. In late 1992, this system,
which translates from English to Spanish,
was ported from a mainframe computer
and runs efficiently on a 33-MHz 386 with
DOS, 2 MB of RAM, and an 80-MB hard
disk.

MT on Your Desktop

Being able to tap into MT from your desk-
top has several advantages. For example,
you can use OCR (optical character recog-
nition), CD-ROM, and internal modems
and faxes to capture text and graphics,
download databases, and exchange elec-
tronic files with clients anywhere in the
world. Many databases offer information
in languages other than English. For ex-
ample, you might search other countries’
patents or a body of legal decisions or up-
date your client on the latest Japanese ad-
vances in superconductivity.

With database management tools for re-
trieving terminology and previously trans-
lated text, style checkers, and desktop pub-
lishing software, you have everything you
need to set up your own multilingual op-
eration. Executive Communication Sys-
tems (Provo, UT) makes MT ToolKit,
which enables you to create your own dic-
tionaries, write your own linguistic rules,
and customize the basic architecture of an
MT system. It has been used to develop
systems for Korean and Norwegian trans-
lation.

LANSs offer large groups of users the
potential to centralize some of the more
time-consuming tasks. You can farm out a
CPU-intensive translation to a less-used
machine and receive the results back as a
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An International
Network

MT users and would-be users, as well
as researchers and commercial devel-
opers, have recently joined in a com-
mon endeavor to improve and promote
the technology as well as share infor-
mation about MT. They have formed
the IAMT (International Association
for Machine Translation) and, within
its overall framework, the AMTA (As-
sociation for Machine Translation in
the Americas).

IAMT and AMTA publish MT News
International every four months and
the MT Yellow Pages once a year. In
November 1992, IAMT/AMTA held a
workshop that evaluated MT tech-
nologies and provided a showcase of
MT systems.

For further information, write to the
Association for Machine Translation in
the Americas, 655 15th St. NW, Suite
310, Washington, D.C. 20005.

file on a server. You can store the large
main lexicon and specialized glossaries in
one location and make them available to
all. Use of a centralized dictionary makes
it possible for managers and terminolo-
gists to control the introduction of updates.

You can also incorporate MT into the
desktop publishing process. By the time
it reaches the MT phase, input text will
have already been tagged with the pub-
lisher’s markup codes. Here MT can of-
fer considerable savings, because the rein-
troduction of markup codes can double
the cost of translating a text.

Graphics and tables, which are expen-
sive and painstaking to translate by hand,
can be reproduced exactly as they appear
in the original. MT can not only speed up
the task but also prevent errors that could
slip in if the data were rekeyed. These sav-
ings, of course, are multiplied by the num-
ber of target versions generated.

An alternative way of bringing MT to
the average personal computer user is
through a dial-up service. From your com-
puter, you can send a file by modem to a
mainframe host. In the U.S., you can call
up Systran and access a smorgasbord of
languages. In France, you can get Systran
translations through the nationwide net-
work Minitel. And in Japan, you have a
choice of Fujitsu’s Atlas-II on NiftyServe
or NEC’s Pivot on PC-V AN, another large
network. CompuServe will soon be offer-
ing similar services.

How MT Works
The philosopher I. A. Richards once wrote
that translation is “probably the most com-

plex type of event yet produced in the evo-
lution of the cosmos.” It’s no wonder, then,
that the architectures of MT systems vary
in seemingly infinite ways. Certain ele-
ments, however, are common to the pro-
cess.

In any MT system, the computer uses
three sets of data: the input text, the trans-
lation program (including I/O routines),
and the permanent resident knowledge
sources. The most essential of the knowl-
edge sources is the dictionary—a file of
records containing the words and phrases
of the source language against which the
input text must be matched. Knowledge
sources also include the sets of rules that
are fired at various points in the transla-
tion process. Finally, many systems store
a bank of information about the concepts
invoked by the dictionary.

The largest MT systems work with dic-
tionaries containing several hundred thou-
sand words. For each word, a record holds
formalized representations of information
about how the word functions. Even when
condensed, the record for each word can be
as much as 100 bytes long. With a heavy-
duty system, the dictionary is measured in
tens of megabytes.

The first task of any MT system is to
match the words of the input text against
those stored in the dictionary. It can use
either a binary or hash search strategy.
When it needs to look up a word, it first
goes to the index residing in memory and
locates the appropriate page of memory.
For each word that it matches, it retrieves
a complete record that includes information
about the possible functions of the word

e T T
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and its relationship to words that may oc-
cur with it.

Translation Quality

Translation quality generally improves as
the systems acquire more rules and larger
and more detailed lexicons. But there is a
trade-off. ) :

In the long run, systems that have ro-
bust dictionaries and rule bases demand
less human intervention, but they are more
costly to develop or tailor to a particular
environment. On the other hand, systems
that do not have these resources require
more human labor to turn out a finished
product.

Other factors of consideration are the
structural proximity of the two languages,
the domain, and the type of text. Most im-
portant, the quality required of the trans-
lation depends on how it will be used. Can
the raw output be delivered without fur-
ther polishing? How much human inter-
vention is needed to make it acceptable to
the client?

The quality of MT is also closely tied to
the amount of human assistance the user is
willing and able to provide. The raw MT
product—direct from the machine—may
be usable for certain purposes, but some
human participation is usually involved.

You can intervene at any point along
the way: before, during, or after the auto-
matic translation process. People’s time
costs more than that of computers. The
idea is to keep the number of human steps
to a minimum by choosing the form of in-
tervention that offers the best mileage for
the application.

When to Edit

If the operator intervenes before a source
text is translated, the step is called preed-
iting. The idea is to eliminate lexical and
structural ambiguities before a translation
program takes over.

Preediting comes in two flavors. In the
first instance, you revise a text that already
exists. Sometimes, there is easy-to-use in-
teractive software to help you with the
task. For instance, The Smart Expert Edi-
tor by Smart Communications (New York,
NY) is designed to serve as MT prepro-
cessing software.

In the second kind of preediting, you
prepare the text for the machine. It may
be a new version of an existing text, or it
may be a text that was drafted for the pur-
pose, according to preestablished rules and
vocabulary. ,

Although preediting makes the job eas-
ler for the machine, you often have to edit
‘he output. Preediting is worthwhile when
you are translating from one language to
nany, because it reduces the need for
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human assistance downstream. This step
can also be justified when the source lan-
guage poses major linguistic problems at
the input level.

When an operator responds to questions
posed by the computer during the transla-
tion, the mode is called interactive edit-
ing. The operator is asked to resolve am-
biguities that the program has identified.
The computer offers various alternatives,
and the operator clicks on the most ap-
propriate choices.

By making these decisions before the
target-generation phase, interactive edit-
ing reduces the manual editing required
after the translation. An early product that
offered interactive editing was Transac-
tive by Alpnet (Provo, UT). And making
its debut is the Augmentor, developed at
Carnegie Mellon University (Pittsburgh,
PA). Carnegic Mellon hopes that the com-
bination of a rich interlingua, a domain-
specific application, and an interactive
interrogation component will eliminate
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Circle 141 on Inquiry Card.

manual preediting or postediting.

The most common form of human as-
sistance is postediting. In this mode, you
add the finishing touches to the machine-
translated output after the computer has
finished its job. Postediting is more labor-
intensive than the other forms of editing,
but it gives you control over the quality
of the text. You can rarely avoid this stage
when the translation is intended for a large
number of readers.

In most situations, the posteditor, who is
ordinarily a professional translator, thor-
oughly reviews the output and makes any
necessary changes. The standards and pur-
poses of the user will affect how long the
process takes.

Typically the posteditor works at the
computer, using an off-the-shelf word pro-
cessing package. Macros designed for MT
can speed up the process. Depending on
the text, posteditors can double the output
of traditional human translation, turning
out between 3000 and 10,000 words in an
8-hour day.

Gathering vs. Disseminating Data
How you use MT depends on whether you
want to gather or disseminate information.
When gathering information, you trans-
late text from a foreign language into your
own. When you disseminate information,
you translate it from your language into
another.

Often, the usefulness of the information
you gather is time-dependent (e.g., weath-
er reports, job listings, and patent infor-
mation). And at times, only a few people
will see an information-only translation.
For this reason, the quality doesn’t have
to be perfect. Because you can rarely pre-
dict what the style and subject matter of
source text will be like, you need an MT
system that is robust enough to deal with
whatever it encounters. This is known as a
general-purpose system.

The demands of general-purpose MT
place a heavy burden on the system’s anal-
ysis component: The grammar must cover
a broad range of situations, and the dic-
tionaries and knowledge sources must be
large and detailed. Even with the best lin-
guistic preparation, however, the quality
of the output will not be as smooth as that
produced by a system tailored to a specific
domain.

In information-gathering operations, the
input documents usually come from a wide
range of sources and are available only in
hard copy. The cost of converting the in-
put into an electronic file may be pro-
hibitive. And the use of OCR in combi-
nation with automatic postprocessing and
human monitoring might not make enough
of a difference to warrant the introduction
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of MT. However, what is making MT
more feasible for information-gathering
purposes is the widespread availability of
text in digital form.

General-purpose MT systems can speed
up the work of in-house translators who
have to produce publication-quality copy
in various subject areas. For example, the
Logos system, developed by Logos (Mt.
Arlington, NJ), supports translators that
perform this kind of work in the Canadian
Department of the Secretary of State and in
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a number of translation service bureaus.
Similarly, the translation team at the Union
Bank of Switzerland uses Metal, marketed
in the Americas by SieTech of Siemens
Nixdorf (Munich, Germany).

The most widespread use of MT is in
the translation of texts in limited domains
(e.g., customer support manuals). This ap-
plication allows companies to launch their
products in several countries simultane-
ously. Here the users call the shots: They
reduce input ambiguity by having a sin-

Circle 79 on Inquiry Card (RESELLERS: 80).

gle domain, and they can predict, and even
control, the style of the source text (see
the text box “Is MT Right for You?” on
page 180). In these applications, MT also
helps to keep the terminology consistent
throughout a firm’s branches—an impor-
tant feature in large projects, where prod-
uct manuals can be thousands of pages
long.

Now What?

The written-text MT systems of today will
give way to the voice-based systems of
tomorrow. Soon special-purpose, speak-
er-dependent applications will begin to
emerge (see the text box “MT at Your Ser-
vice” on page 160). Progress in this area
will depend not only on advances in the
MT environment but also on breakthroughs
in speech-recognition technology.

On a broader scale, the research that has
gone into developing knowledge sources
and internal representations for MT is use-
ful in other areas. Progress in MT fore-
shadows a bigger step toward the general
availability of NLP applications. Natural-
language analyzers and text generators—
key components of MT systems—will be
standard software.

The results of MT research are also be-
ing used to explore better ways of captur-
ing, representing, and storing knowledge.
The basic step that must taken before any-
one can use text is to parse it. As general-
purpose parsers become available, it will
be possible for computers to parse the en-
tire body of knowledge that is stored in
the world’s libraries. The establishment
of an archive holding parsed information
available to all would be a boon to scien-
tists who build large knowledge bases—
and ultimately to you.

MT has never enjoyed greater public
awareness or a more favorable climate of
opinion than it does today. If you can’t
conquer Babel, at least, thanks to MT, you
can have a better idea of the knowledge
that’s available in the world and how you
can tap into it. @
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