A SURVEY OF NATURAL LANGUAGE PROCESSING AND
MACHINE TRANSLATION IN JAPAN

Makoto Nagao
Department of Electrical Engineering,
. Kyoto University, Sakyo, Kyoto, 606

In this survey a brief historical review of natural language processing
and machine translation in Japan is given first. This is followed by an
explanation of a few typical research results in the morphological and
syntactic analyses of the Japanese language. Machine translation has been
getting the spotlight once again in Japan., Two research results are ex-
plained in some detail, One is the machine translation of the titles of
scientific and engineering papers from English inte Japanese, and the
other is the machine translation of the text of computer software manuals
from Japanese into English. Also other machine translation research in

Japan is briefly illustrated.

1. Introduction

Research in machine translation started as early as 1956 in Japan,
almost the same time as when the U.8. and the European countries
started their projects.‘ Active research was done at Electrotechnical
Laboratory, Kyoto University, and Kyushu University as well as at
other institutions. Electrotechnical Iahoratory and Kyushu University
developed the special digital computers which were fitted for machine
translation at that time. A special interest group on machine trans-~
lation, the Information Processing Society of Japan was formed, and
they have continued their activity up to now, They have changed the
name of machine translation to computational linguistics, and then to
natural language processing, The Eighth International Conference on
Compufational Linguistics, COLING 80, was held in Tokyo in 1980, where
many of the present-day activities in computational linguistics in

Japan were presented to the world-wide audience.

In the early time of computational linguistics research, the main

subject was machine translation, especially from English into



Japanese, The Japanese output was only in Roman characters bhecause
the Chinese character input and output were not available at that
time. Due to this difficulty of handling Chinese characters, machine

translation from Japanese into English was almost non-existent,

The National Institute of Japanese language introduced a computer a
little more than ten years ago, and then started investigation into
the state of the actual usage of the Japanese language. They in-
stalled a number of off-line Kanji (Chinese character) teletypes and
made statistics of character and word usages of the Japanese language.
These handled a huge amount of language data from newspaper articles,
The institute's activities of statistical analysis of Japanese has
been continuing up to the present, extending their language usage to
Jjournals, periodicals, school texthooks as well as other printed
material. They produced a number of useful results on the Japanese
language, many of which were published in the series "Denshi Keisanki
niyorn Kokugo Kenkyu (Japanese Language Studies by Digital Computer)
vol,1-10 (Shuei Shuppan Pub. Comp.).

The activities in the U.8. had great influence on the Japanese re-
searchers of natural language processing. Besides Chomsky's theory,
C. Fillmore's idea of case grammar was adopted in much of the research
of Japanese language analysis, because it fitted to the Japanese
language. The results of T. Winograd on natural language understand-

ing also had influence to many Japanese computational linguists.

Analysis of the Japanese LanguagelJ

The Japanese language has lots of specific features which are not
found in western languages. An example is that the sentences are
written using a mixture of Chinese characters, Hiragana characters,
and Katakana characters, Chinese characters are mainly used for
rouns and stems of verbs and adjectives. These'wbrds, however, are
also permitted to be written in Hiragsna characters, Hiragana char-
acters correspond to phonetic writings and are mainly used for
inflectional parts of words, connectives, postpositions as well as
a few others. Katakana is used wainly for the transliteration of

foreign words.



Japanese sentences have no spacing between words, and are written

continuously using these three kinds of letters, Therefore, the
morphological analysis of a Japanese sentence by computer is a kind
of trial-and-error process, which includes the arbitrary word sepa—-
ration operation and the determination of the parts of speech and
inflections. There exist several programs of morphological analysis
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of Japanese, These are roughly c¢lassified into two different
appreoaches: the fable look-up method and the program method. The
former uses a large vocabularyof words, and simple grammatical rules.
The latter does not use vocabularies, but instead utilizes the full
information of grammatical constraints. The former approach is
generally considered better because improvement is easy simply by

augmenting the vocabulary of words.

There is much research in statistical and word ordering analysis of
Japanese, of which we cite only some examples here;QMED
The syntactic analysis of Japanese is studied in.mény places.by dif-
ferent'approaches.ﬂ A syntactic analysis system based on the
dependency theory was developed by Ishiwata, The analysis goes in
the following sequence: (1)} consultation of the dictionary, (2)
locating the predicates, (3) matching the sentential parts including
the predicates with the sentential patterns prepared in the dictionary,
(4) determining the dependency structure, (5) applying transformation
ruleg to the parts grammatically undetermined by the previous pro-
cesses, and determining the function of these unknown parts. The
software system ig completely separated from the linguistic data, so
that any language can be accepted if the grammatical rules and a

vocabulary are given.

At Kyushu University, Yoshida made an extensive research on the
governing and dependent relation between two phrases in a sentence93
and received seven standard modifying relations. All the phrases of
an input sentence are analyzed from this standpoint and are cate-
gorized into these seven modifying relations. By .this operation an
input sentence is transformed into a standard sentential form, which

ig next converted into a deep structure, that is, a dependency tree.



Another good result he had was the detailed analysis of the
predicative part of Japanese and especially postpositional part in
the predicate, which incorporates the information of conjugation,
semantics of postpositions, and the elements of aspects and
modality,lo)

At Kyoto University a language processing program called PLATON was
developed by the author's g:r‘oup.1 By using this rule-writing
system, a very sophisticated language analysis system was developed.la)
It accepts Japanese sentences from junior high school chemistry text-
books, It performs syntactic analysis, semantic analysis and con-
textual analysis all at the same time, The analysis result is
obtained as a kind of semantic network., It has the ability of
determining anaphora relations, and of recovering the omitted words,

which often occurs in Japanese sentences.

At Musashino Electrical Communication Laboratory of Nippon Telegraph
and Telephone Company, a question answering system was developed
which accepted natural language input.lj) The analysis of input
questions mainly depends on the case grammar, and the analysis is

done similar to shift-reduced-parsing by using the stack,

At Electrotechnical Laboratory (ETL), Ikeda generalized the concept
of case not only for verbs, but also for others such as nouns.lq)
Information of this kind is incorporated into the veocabulary. He
intends to write a kind of word expert parser, Tahaka (ETL) improved
the Iﬁrogramming language LINGOL, and gave his ne'u; system the name
E-LINGOL (extende'd LINGOL).15) By giving context-free rules and a
vocabulary to E-LINGOL, syntactic analysis can be performed easily.
Syntactic rules can be méde more precise by attaching semantic check
functions which are to be written in program form, The system has
many utility programs and provides flexible conversational facility
in the syntactic analysis. The analysis is yperformed from left to
right fairly rapidly, and all the possible analysis results are
obtained, It was used for the extraction of semantic structure of

16)

Japanese sentences.



Machine Translation

At Kyoto University a machine translation system was developed by the
author's group, which translates the titles of scientific and electri-

cal papers from English into Japanese.l?)

The fundamental idea of
this system is that the sentential structures of titles are finite.
About one thousand different sentential structures were extracted from
ten thousand title sentences. After the merging of such local
structures as "adjective + noun —-noun", “noun + noun - noun", "noun

+ of + noun — ncun', Ynoun + and + noun -~ noun®, we fixed only
15 fundamental sentential structures, which we called " skeleton
structures", To each of these skeleton structures we assigned the
word ordering of the corresponding Japanese skeleton structure, For

example, to the English skeleton structure " noun, + preposition +

1
n0un2", the Japanese skeleton structure "1:10111:12 + postpositions +

nounl" was assigned, For example this title sentence:
"New Apparatus for Inductance Measurements"
has the skeleton

noun + preposition + noun
(Apparatus) (for) (Measursments)

and the Japanese translation is

PV N B il SE DIrHO ﬁbt‘l ® &

(inductance) (measurements) (for) (new) (apparatus)

There are many ambiguous structures involved with the translation.
For example, " verb-ing + noun" can be int.erpreted both as "“verb +
object" and as Madjective + noun'. Simple syntactic analysis can not
distinguish " measuring temperature" and " measuring instrument" as
having different structural interpretations., A minimum amount of
semantic information is introduced to distinguish this ambiguity,
Nouns are classified into one of the six semantic categories: tool,
physical material, abstract, aspect, theory, and measuring unit.
Then the following descriptions are given to each verb: (i) what

categories of nouns can be subjects (i) what categories of nouns



can be objects. By checking these conditions the proper structure is

determined.

The system is now running experimentally with the titles and keywords
from the INSPEC data base. Translated titles and keywords are stored
in a data base, a Japanese version of INSPEC. People can obtain access
to this data base by using Japanese Keywords, and can receive the
answer in Japanese, The translafion errof is less than 5% by using

only 18 skeleton patterns, which is really astonishing.

A machine translation system is also being developed at Kyoto Univer-—
sity by the author's group. This system translates computer software
manuals written in Japanese into English}iﬂ The syntactic and semantic
analyses of Japanese are very sophisticated because the sentences to he
translated are complex, Essentially it is a lexicon driven analysis
procedure, The case frame of each verb of Japanese is included in the

vocabulary of the system. An example is

gEETH amend

surface pattern : 1 2 2 T
(agent) (instrument)

3 BET3

%
(object) (amend)

deep structure : (AMEND (AGENT(1)) (INsT(2)) (0BJ(3))

The matching operation between noun phrases governed by a verb and
the case slots of the verb is performed, and is almost order-free
matching. The keys for matching are postpositions used in the noun
phrases and the meanings of the nouns compared with the case frame
of the verb,

The embedded phrases in Japanese génerally have thé following
structure: '

(the noun has a certain case to the verb)
\ |
{ ) nounphrase + verb + noun

-~

v

{embedded sentence)

l

{modify)



At the University of Osaka Prefecture, machine translation from
English into Japanese is done based on the case structures which are
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derived from Hornby's verb pattern. Though - the complete case
structures are still to be worked out, what has been achieved up %o
now provides good results in the analysis of a wide variety of English
sentenceé. After the determination of schematic dependency relations,
the problem of choosing appropriate egquivalents is dissolved using
subcategories of terms and cases. The case structure of an English
sentence which is transformed into the case structure of a Japanese
sentence, depends on the choice of the Japanese predicate, and so a
Japanese sentence 1is generated using a proper Japanese generative

grammar,

A méchine translation system is being designed at Fujitsu Laboratoryfu»

This system is based on a conceptual structure which is the extension

of the case grammar from a practical point of view. The conceptual
structure is composed of concepts and the relations betweer them. A
given Japanese sentence is transformed into a conceptual structure,

and a corresponding English sentence is generated from it.

At Kyoto University's Department of Information Science, a machine
translation between -English and Japanese was tried via Montague's

2

logical expression as a pivot language. The analytical part of
the system is applicable as the input data handling part to the

knowledge data base,

At Kyushu University, Tamachi's group are involved in many language
processing projec%sfﬁg Their recent achievement in English-Japanese
translation depended upon the dependency structure theory, which they
call the D-tree method. An inputfed English sentence is checked for
vocabulary, and a local parsing which evidently hés no ambiguity is
performed first, Then the dependency relation is established among
the locally parsed terms. This process is repeated several times,
and gradually a structure of a wider scope is established. The order
of the Japanese word groups is next determined and the synthesis is

performed, The correct structures are produced for the final output.
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At Musashino Electrical Communication Laboratory of Nippon Telegraph
and Telephone Company, a new project of machine translation has been
started. Their approach is greatly influenced by the recent results

in artificial intelligence, especially knowledge based on natural

language understanding.
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