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- Preface - T

The human eye easily and accurately recognizes
written or princed characters or. signs already defined.
in the bralin. The human ear does similarly for sounds.
Much effort is presently directed towards modellng these
functions under.snch titles as "Pattern Recognition" or
"Optical Character Recognition" and others. These ex-
hibit specific functions of the brain and the solution
of any one- or all of the problens involved would con-
tribute much to the understanding of the human brain by
providing models which could be, more. or iess, closely
correlated to the way the braln behaves in these areas.

A»One singular aspect of this work can be noticed in the -

"Re" of recognitlon. An higher level of study of the
brain can thus be seen to be in the study of its eog—-
nitive abiiity. A.simpie'example of this is the gen- -
eretion of a completely new and never seen or heard be-
fore sentence, an everyday process. Thus the study of
languages, how they reflect known and accepted facts,

" how they are used as vehicles of ‘thought, generate ideas

and so on, is one conscious, or otherwise, attempt at
defining one cognitive aspect of the brain function.
The‘translation of two languages from oné into ;hc
other-eXhibits some of the fundamental actiens of the
brain in a very restrictive sense, but nevertheless
worthwhile of investigation. Machine Transiétion of
languages is an attempt at modeling this process,-even
if the activity 1s often obscured by the more immediate
goal of establishing -a system to provide translation
per se. The disfavor that Machine Translation’ finds =

1££é1r in at the present time (Ref 5:3- 9) should be’
removed or greatly reduced if computational linguists,
who deal with one language at a time, would only consider f
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vmechine translators as themselves computational linguists
dealing with two languages at a time instead of only one
and if machine translators would approach their work with

" some of the goals of computational linpuistics in 'mind.

Viewed in this light, the analysis of a machine transla-
tion system, operating on‘two specific 1angdages, is
highly interesting and very promising in shedding some
light on the subject of thought process modeling, but ‘is
often limited in its ability to do so by the many arti-.
facts used to'achieve translation which, in themselves,
obscure the similarity between the machine and brain
processes. _ . . .- _~,__iie,“mv

~__The 1nvestigation reported in this thesis 1is based
on the possibility that much useful results might ‘be
Auncovered by the adaptation of a presently operating ,
machine language translation system to accepnt one differ—
ent language. If success can be achieved in changinp
only those portions of the system concerned with one of
the two languages and still obtain some results in the
_other, then two very important conclusions’could be
inferredr One, that the system is more closely'relatei-

-

to the human process, than had been apparent in the two- .
language-only system, by being capable, as the human,

to translate from more than one language into another
lenguage, and, more importahtly, that the unchanged )
language has inherent in its structure a set of indicators

_or rules (likely finite) which are also part of the two

other 1anyuages This inherent set of 1ndicators or rules
'is sometimes referred to as an "underlying language" or

'.ﬂ.;universal language" (universal in the sense of aoplica-
__ble to all, not in the sense of unique) The implications

of the discovery of such a language are extremely import-
ant "and challenging as one possibility f‘or the under-.
‘standing of the human thouwht process. i ’ :
This discovery or even an attempt at such, is ciearly
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"‘vcapabilities of this investigator. The purpose of this
| present project 1is therefore much more restricted in scope!

: _p.provoking and stimulating suggestions which he made,
| throughout the development of this study, as my thesls
g advisor. I also wish to express my sincere thanks to

'f'jwould'not have been possible.

*beyond the bounds of the present 1nvestipation and of the

i
i
|
i

"but 1s nevertheless one step in that general direction.

‘In this regard, I wish to acknowledge my indebtedness to

| 'Dr. Matthew Kabrisky, for the continued, patient, thought—;

Dr. William Key and Captain Greg Alexander, of the

,':Foreign Technology Division, for their appreclated support
:’.and encouragement as members of the sponsoring laboratory '

’of this project and to Mr. Peter Toma, President of Latsec%
Inc. the owner of SYSTRAN, and Mr. D. Perwin, Programmer

i

withsLatsec, without whose4assistance this investigation

’p’Andre“R},Gouin :
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. Abstract - - o L

’SYSTRAN- a Russian to English Wachine iranslation
operating system forms the basis for a French to English.
MT adaptation. SYSTRAN 1is- summarily explained folleowed
by a development of the new dictionary, lexieal routines
and French structural analysis to the extent necessary
to test the adaptability of SYSTRAN to accept French as
a new source language. Comment sheets, flow charts and

"programs on the changed portions of SYSTRAN are included

as appendices. ‘The French test corpus, a human. Enr]ish

translation and the machine translation are also included -

in the appenoices.rﬂw;ia»if’ o

S
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~ great promise 1n solving
obstacle to MT ﬂs the yeneral misconceotion of the purrose_ .

FRENCH TO ENGLISH
MACHINf'TRANSLATION SYSTEH
BASED UPON DIGITAL COMPUTER

,SOFTWARE PROGRAMS (SYSTREAN)
I. Introduction '

The purpose of this investigation Is to attempt to
exhibit the adaptability of SYSTRAN, an operational
Russian to English’Machine Translation system, to accept
French as another source’lanpuage. The study'of languages,
as'the vehicleswof thought, offers interestinp possibil-
ities in undersFanding the human thought process. Trans-
1ation, which ihvolves two languages almost simultaneously,
reflects the use of two different, varied and apvnarently
incongruent such vehicles of thoughkt. Translation by
machine is thusian attempt at modeling the human transla-
tor. One text translated by eleven huran translators
generally results ‘In eleven different translations. It
is no surprise therefore, that the same tert translated
by.machine is a}so different from all the others. o
-& Twovmajor nurdles prevent the-field of Machine Trans-
1ation fron advancing at present, as it should. One is
the 1nput bottleneck. It is of little use to have a system
capable of translating four or five hundred thousand words
an hour if the preparation of all this text takes months
or costs a fortune to prepare 1in a decent time frame.

Work on Pattern Fecognition, at the Alr Porce Institute of

Technology, usinp spatial filtering of finite discrete

Fourler tnansforms (Ref 8) offers, among other approaches,
Zhis major problem. The other -

of machire translation. If the translation wished is to
retaln all the ﬂlowery rhetoric of the original text

then poetic humgn translators, although t“ey mirht not
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agree between theuselves, nevertheless retalin the’ upoer
hand on the machine. If, however, the translation is

to convey scientific or technological facts, to a know-
ledgeable audience, then machine translation affords the
best, if not the only, recourse for the scientific
community to come out alive from under the so-called

 "information explosion”

Besides these irmmediate and necessary benefits

‘obtainable from Machine Translation of 1anguages, a more
“Aprofound reason for continuing to advance this field is
ﬁ'certainly its inherent possibility to exhibit, in part

at least some of the intricacies of ‘the human thought

‘ process. That xachine Translation has not been able to

give perfect or near- Derfect results to date should not
be taken as an inherent inability -of the machlnes to
perform in . this area, but rather, it might very well

be, that the human himself has not yet found the ability
to express conciselv and precisely somethinp (the thought
process) that he feels 1s going on within him,: but for N
which he cannot find the words. Outputs from machine

’itranslation might give him a clue. The recader interestedi
in finding out more about Machine Translation is referred

to Victor Yngve's chapter "MT at M.I.T. 1965" (Pef 12:
451 523), where a comprehensive 1list of references is
given. ' : . ' -
The approach adooted here, to acnieve the more re»
stricted goal of testing SYSTRAN's adaptability, 1s re-

- T flected in the text of this report. SYSTRAN is summarily
explained in the next chapter to the extent needed to

appreclate the amendrments introduced later to adapt the

_Msystem,WMThe”following‘chapter deals_with_ the French-_ . .. __ -

English machine dictionary. The word "dictionary" is an
unfortunate term, used 1in !T, to describe what is very
much different from a desk-toop di ctionarj. This chaote
will reflect some of these differences.. FolloWing this,

e




r’GE/BE/7029A

' thevprincipie of the lexical routine, as employed in
SYSTRAN to resolve the syntactical function-dependence of

meaning for certaln wdrds, will be elaborated and applied '

_to the incomplete but sufficient solution of one French.
example. Chapter V then will deal with'the_Frehch struc-.
tural analysis program which 1s deveiOped to the extent
necessafy to replace the Russian one in SYSTRAN. Chapter

VI then summarizes the conclusions drawn from the study

~ and suggests some approaches. for future investigation in
this area. : ' I
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II. SYSTRAN

A third generation computer program'package,‘
SYSTRAN was developed by LATSEC Inc. under an RADC -
contract (Ref 10 to provide a capability for trans-
lating Russian into English. The system was conceived
to be improvable in its primary task but also, and more
importantly,,to be adaptable'to accept, With minor
medifications, other languagee. To appreciate fully
the impact of the versatility of SYSTRAN to accept a
new language, an extensive explanation ef the comnlete

~system, in its primary task, would be required. Such

an explanation however, would necessitate more space
than this report is allcwed, and besides, ?ould take the
reader, as well as the writer, outside of the immediate.
purpose of this investigation. Nevertheless a minimal.
explanation needs to be 1nc1uded so that the reader may
be able to follow the logic of the following chapters.r
Therefore,'SYSTRAN as an. operational system for Russian
to English machine translation is introduced here while

. later chapters indicate the modifications made to

'adapt the system for French to English translation.. ;ﬁiﬂA

'The Basis of SYSTRAN | - S
' The computer programs’ forminz the basis of SYSTFAN
consist of four main categories: Vacros, suooort, pre
-translation phase, and translation phaae programs The
Macros of the first group are used to simplify and ex-
- pedite the task of writing the programs of the last three

e m T AR IRAN DAY i R 1 B pai S e,

Systen 360 assembly lanpuage, excellently exnlained in

N. Chapin s book (Ref 2). Each category 1is now -é

summarized, with an example of one or two mewbersiof -

"—‘"categoriesz*‘These“latter'programémaré“allmﬁfittéﬂ‘1ﬁ”fﬁéf77~»
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. each group,'to the extent sufficient tq'make.the

following chapters understanda>le.

- Macros

A The Macros consist pf~a set of approximaiély forty
commands for the use of linguists to relleve them of
the finer but necessary details of programing, Such‘as:
memory housekeeping, bit movement, length of register
contents, address of contents i~ storage, and many  more.
These commands might be consiier=<€ on the programing
language level of FORTRAN or CCSTL with the major
difference that they are orient=< towards stringv
-manipulation rather than computzticns. Their purpose
1s somewhat similar to the COMIT lzncuare developed by
V. Yngve, for the 7090 type ccccuters (Refs 6, 11),
kfhe Macros are compiled into me=ory dy a compiief

| 'specialiy designed by LATSEC, z2=£ any oOne or more can

be called by the other main proc-rz=s. As these Macros
are yet qnpublished, proprietarg-riéhts prevent;this
'writer from giVing a.thoroughvexﬁlanation of all those.
avallable. However, an example to indicate their °
function is necessary to facilitzte, for those interested,
the reading of the main prograr incladed as Appendix J,
at the end of the report. ’ ‘ '

~ SETWP and TESTX Macros As an examnle of two of

the SYSTRAN Macros, consider the rroblem of examining
the immedlate environment of a worsd for the syntactical
function of the adjacent words. To accemplish this, a
means of pointing at the word a=< Its adjacents is
ﬁeceSsary. The SETWP (set wordé pecinter) Macro is used

pointers at any word and to askx guestions about the
adjacent word of interest. These cuestions may be -
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asked using the TESTX Macro, which allews him tofcompare.‘
or test the contents of the different soecifio bytes '
which contain the information on the word. A simple
‘example will make this clear. . - __1" '
Example A word has the pointer_""?’ and it 1s

~ desired to determine 1f the word before 1s a determiner.
The commands to do this appear as: -

SETWP  WB,CW,=1 |
TESTX WB,B01,CE8,NE~! .Q‘TDET .

In the example, the first command sets ‘the pointer, R o

called WB, on the ‘word oointed by CA mInus one (i.e. the
word before CW). The second command tzen tests the

content of the word at VB, at byte. 01 (= =01), to verifv ‘
if it contains the hex character E8 ~z8 x? E8 beinv the
code assi?ned to determiners, the x subscrint 1nd1catlnc
that the two characters: which ‘precede are. 1n the hexadeci-
mal numbering system) and, if'it does rnst, (HE, ?B?\%Qt
Equal) branch to the command named NZTZZT, which would
appearv1ater‘in the program. If 1t 1s equa},'that_is,
byte 01 of WB does contain E8 ; then drop through occurs
(1 e., the next 1nstruction in the seqgus=nce 1s éxécuted)-
This simple example would require the I:Ingulst to urite
four lines of assembly- language 1n9t"u"tions without the
~¥sters where Lhe

R —

ﬂ)

Macros, besides keeping track of the r

information is located. The kind of si:uation examined
here arises continuously in machine trznslation indicat-
ing the value and necessity of these relatively sinple-

N
e
[
!

|

At this writing approximately fortr Macros have been

' developed by LATSEC to meet different Ilngulstic needs and

more are being consldered. The progra: deyeloped_yog‘this
‘thesis uses these Wacros exclusiVelj. Zitn this basic
understanding of the Macros and with tr= commentsiincluded
opposite most of the commands used iIn t*e program, the

fhm st e e T SR
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interested reader can later read through the prorram of -
S . o Aopendix J and gain as much understandin? as the reading
i\’» e of any program can give to any one other than the pro-
T gramer who wrote it. The minimality of the orogram,
developed here,_to amend ‘SYSTRAH to accept French as a.
source language, clearly emerges upon considerinp the
" ~~ other categories of programs of the system. ‘

o _”'Suoport:Proprams

' o . The second category of programs in SYSTRAN conprises

_ ‘\\, the Support Programs. - ‘These are oriwarily concerned with
i( R organizing the information reouired by the re"aining two

i__;;_;f_ categories. All the information, used by these latter

' two groups, can be traced back, one way or another, .to

. the dictionary. The organization of the dictionary 1is
thus seen to be a major determinant ofrthe,quality,
correctness and speed of translatlon. - o

S As will be seen later, in Chapter III on the French—'

N I ' , English dictionarj, a machine translation dictionary is

” ' ; vastly different from a desk too bilingual dictionary.

"For a good discussion on-machine translaztion dictionariesr

the reader. is referred to a chapter by L.amb .and Jacobson

~Jr. in a book edited by D. G. Eays on "Lanvuage Processing

(Ref 3:51). The SYSTRAN dictionarv is divided into. a

nnmber,of sections: 1idioms, high—frequency words, limited

semantic tables, general and topical glossaries. The

open—ended nature of SYSTRAN necessitates-this diversity

in the dictionary and this in turn genewates the need for a

major portion of the support programs grouo, to orranize

each of the different sections, as well as, to provide easy

access later for additions and amendments. The need for

"“additions is obvious on considering the dynamisw of a
natural language, while that for amendments is necessary

also ‘when SYSTRAN is appreciatec as an evolutionary system

7

/
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continuously being improved as_further linguistic advances
become available.. Nearly twenty support programs are

;available to expedite the tasks Just mentioaed in addition

to others. Some of these are glossed over- quickly below.
HFCONV Program The purpose of one of. these,-the
BFCONV (high frequency conversion) orogram, is to upoat
the high-frequency word dictionary. The program accept
SYSWRAN coding sheet format input cards {(to te discussed

' in Chapter III) and complles them into assemblv language

format ready for inclusion in the hiph freouency word
table.- : : S
DICTCPT Progﬁam Another of the support group is the
DICTCRT program (dictionary create) which accepnts SYSTRAN

" coding sheet format input cards and organizes a general

SYSTRAN dicticnary. This program, with no change, 1s used

to build the limited French- English dictionary needed for
this study.

Many of the other programs of this group are for
specialized tasks not applicable where French 1s the source

- language. Others, like the PFCONV are avallable and valid

‘but not hecessary because of the size of the test corpus.

Once the dictionaries are organized the next two cateyories

"of programs ‘can be called on. -~ - ;;»*

. Pre-translation Phase.

'—must_be looked up in-the "fdiom table, or in- the'high fre-—

e

Before entering into the translation phase proper, the

source language corpus must be organized for dictlonary

look-up. For example, a word must be'made up of an item (a -

string of uninterruoted characters) followed by a blam
each word must be given a text sequence nunber, the word

duency word table, and if not found, it must be prevared

‘for general or topical dictiohary'look~up. This latter
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~’oreparation consists in ordering the complete input corpus
_‘1nto the seouence of the dictionary in merory. All these
-funotions'and”others are performe&_by the §re—translat1on'
| phase programs, an exarple of which follows. [“i _
LOADTEXT and CORESRCH Programs The LOLDTEXT program,
as the name implies, prepares thepinput text by loading it
into the machine for idiom and dictionary look-up. The

program separates each word, assigns‘the text sequence
nunber and puts the word in the required for*at to enter
/_ the CORESRCH program, which searches the nerorJ core and
determines the idiom and high- frequency wc*d content of
the input text. _ S
Some three other programs then prenare wqat remains
for the general dictionary search. The final result of |
these programs is that each word 1s back in the oripinal_A;ex
text sequence with the information, obtained from the B
dictionaries, necessary to begin the translation phase.
It 1s interesting to note at this point tnav‘everjthing L
"dealt with so far has been without concern for elther f
“-the source or the tarbet lanﬁuages, the prog rams;being'
" independent of language.' The' phase “which-is nowfentered
‘into, however, "deals with tbe portions of SYSLRAN upset
'-_vby a change of source lancuage.

'Translation Phase

Among a dozen programs in this grouo of SYQTRAN the
ESYNPRG (nnglish synthesis program) can be retained with-.

‘out change, sinece the target language 1is the same in this

investigation, provided however, that the necessary 1nputs
to the program remain the same or equiva’e These inputs,
the basls for the synthesis program to estaolish the o

structural relationsnip betheen the words, are obtained in
great majority, from tke S RUAN (structural analysis of
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. of the languages whicb indicates clearly its potential for
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Russian) program. The'change from Russian fo French
requires a conmplete change of STRUAN amd 1s the subject

of Chapter V. This translation phase also has a LEXICAL
program which deals with the meaning of multiple meaning
words on the baslis of'their‘syntactical function. This
program also cannot be used as 1s and the basis for a

' Other

programs of this group in SYSTRAN are the limited semantic

ninimal replacement program is given im Chapter IV,

recognition programs which determine the translation of

words in context.

" change end are not included here as theyv go beyond the.

These cannot be used without total =~ . 1
’ |

\

\

immedlate purpose of this study. Others; specifically
required for Russlan, as the article inmsertlon program

to resolve the absence of articles in the Fuss*an language

‘_are also deleted from the system in thiovtest.

Conclusions on SYSTRAN _
From the above very summarized exposition of the

: SYSTRAN system one highly 1mportant fact should be

A major proportion of the system is independent

adaptability to other languages. ‘The forty  Maeros and 7_3 -

approximately forty pfograms'df SYSTRAN comprise about

. 36,000 assembly language instructions, thus it can be

apprecliated that the success of this present projJect 1s

highly dependent on the full use of as much of SYSTRAN

With this in mind then, the next chapter -
on the dictionary will prepare the way for the later

as possible.

- chapters.

P
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. III. FRENCH-ENGLISH DICTIONARY CODING |

The analysis of SYSTRAN leads to the conclusion that

- twenty four of its programs can be used unchanged for

French to Enrlish translation; six are not needed;"eight

‘require major changes whiech cannot be accomplished here

because of time prinarily but also because their exciusion
does not prevent the attainment of the goal.of~this'study;
and, two need to be changed completely. This chapter, on
the dictionary, lays the groundwork for the two new pro-
grams, each of which is dealt with in a separate";héééaﬁéﬁ€~“
chapter. ) '

As mentioned earlier, the prime source of information
for all the programs in SYSTRAN can be traced back to the

dictionary. The IIEIted\Qorous used 1n the test here only

_requires the DICTCRT program to bulld the French English

.dictionary. Each dictionarv entry forms a part. of an array

~of codes used by the later programs. What follows will

Synthesis Array

explaln the codes'specifically used to deflne the French
language.. ' ‘ o

PRSI

_ Before going any further 1rito the definitions of codes
and their manipulation 1t 1s necessary to introduce, what
will be called here, the synthesis arréy. A requirement
later in the translation phase is best undé?stgod ir |

 associated with the idea of an array. In that later

_analyze, manipulate, set indicators, establish governors.--

phase, an analysis area will be set up in core memory to

and dependents, and so on for each word of one sentence

at a time. The organization of the results of these
later programs, as well as the informaticn assigned by

1
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__part of speech 1s included in the same annendix.mmFor

\ GE/BE/70-9

the dictionary, 1s best appreciated if the sentence under
‘analysis is pictured assoclated to an array. The array

has as many columns as there are words in the sentence.
The number of rows is dependent on the machine used, but
for SYSTRAN there are 128 rows. Each row 1s'assitnedva

.specific function, for example. row number two represents

byte number 01, previcusly mentioned in the example on
Macros (the row numbers are one higher ‘than the byte\\\
numbers because the latter begin with number 00). ~ Each
element of the array 1is a hexaaecimal number of two
characters, representing one byte of eipght binary bits.

"Thus for a ten-word sentence the reader can imaglne a

10 x 128 array of hexadecimal numbers qr,lif’imagined in
the binary system, as an equivalent cube wvith 10 x 128 x 8

" positions for "zero" or."one" bits. This picture should

help the reader appreciate where and how the'vast number
of 'codes, about to be defined and develoned later, are

stored and retrleved when required.

Part of Speech ) j_
. A basiec requirement of the English svnthesis orogram

is for a set of indicators on the principal words and

‘their dependents. The establishment of a word as a

gqvernor"depends largely on 1its part of speech relative
to that of the words in its environment. Therefore a
requirement exlists for classifying the words accerdihg .»
to their part of speech which is develoned for the French
words, along similar lihes as for Russian, in Appendix A.
Within the same part of speech words can act differently
in varied functions, thus a subclassification 1nto basic

these two divisions the codes are’ ‘named, as in SYSTRAN,
the POS and BPQ codes respectively. . An examination of
the appendix may reveal, to some readers, an apnarent

arbitrariness in the choice of codes. The deviations,

12
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fron the systematic approach used for Russian, are
necessary to avoid possible conflicts with the Russ*an
word coding. ' s

Stem and Endinos

To save memory space and exoedite dictionarv look—
up, it 1is advantageous to use stem and endings for p
certain classes of words. One such class in Franch is
the verb, where one stem is used unchanged with many

different endings and where also the. ending contains

the'perSOn, tense and mood information. A table of such
eﬁdings fof the French verbs is given in Appendix B arid
the Paradigmatic Set Table (PST), developed from it,-is
included as hppendix C. Also included in the latter
table is the set of endinrs used to recognize the
feminine and plural form ‘of French nouns and adJectives.
This particular portion was not used however because it
would have required the development of a morphoiogical

- program by LATSEC for very few words in this test:

Therefore all words are entered full form for this test.
and this point is included nere for completeness. -

~ French Diacritics

. Non-standard characters of the French 1anﬁuage are
defined on the model of K.H.V. Booth (Ref 1:55) with
the accute accent "“" having a“"1" placed in front of the
accented letter, the,%rave accent "™ a "2"; and the
circumflex accent "~" a'"3"; The diaeresis (") and cedilla
(;) are not included here as they are for phonetic purposes
in words which'would not otherwise appear without them.

Coding “Sheet -

The SYSTRAN coding sheet is reoroouced on the next
page, with the kind permission of LATSEC, Inc., and 1its
use to code the French-Enslish dictionary is detailed in

Appendix D. The columns marked with an "x" are those

13
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" aoplicable to this study. A column not assigned a

specific set of codes implies that a "1" 1s entered in

that column when it is anplicable.

Starting with column 70 on card 3 (the card number
in column 27) to the end of card 5 is a type of coding
which differs somewhat from the rest and is used for nreo—'
o§2tion government. This means that each French preposi-

.tien is assigned a basic’meaning in the dictionary which

is the- one moSt likely to apply. However, the meanlng
often chanﬁes from the basic one and is generally govern-

ed bJ the word which iwmediately precedes or follows the
preposition, A preposition translation program, part of
the translation phase group of SYSTRAN, provides'for'
these changing heaning and requires that the preposition
governor be coded accordingly. For example, thel?reneh; o
prevosition "de" has the bhaslec Enrlish me"qinv "OR™,
However, when the word "1ibérer" (liberate) is followed

'by_ﬁde", the meaning of "de" changes to "FROM". Thus
the corresoonding'code for "FPO”" is placed 'in columns
"74-75 of card 3 of the word “liberer", the blocks re-

served for the prenosition "de"
Cards 7, 8, and 9 deal with the Enﬁl'sh equivalent
coding, with the 1nfornation entered here used by the

_synthesis program and others. Proprietary rights prevent

entering into details on this portion of SYSTRAN but the
method is the same. : R

.

15
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“in the sentence A
 (Ref 4:13) that this type of words makes up over 30% of
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Another program of SYSTRAN, not mentioned yet,
allows for the handling of idiomatic exnressions.l
LATSEC Form 002 reproduced by permission on the
next page, 1s used for coding idiomatic and linited

semantic expressions. The latter function, as mentioned -jvﬁ"

earlier, is not developed or used here and. so the form
is applicable only for the idioms appearing in Appendix E
The list will be seen to include expressions not normally di
considered as idioms. Thelir inclnsion eliminated the o

need to develop some'programs'which would have contributed

nothing to this investigation. Obviously this would be

' changed in a more complete system and orovrams would be
developed to take care of these peculiarities.

The above, plus the referenced apnenaices cover theb

minimum requirement for coding the Frencﬁ lanpuage to
" the extent necessary to test the adaptability of SYSTRAN.

On the basis of these definitlions, each word of the tes st

‘corpus 1is coded and the resultant input to the DICTCRT :

progran is given in AppendixaF One very important

-situation not provided for yet is when a word has its

meaning dependent on the syntactical funvtion it serves
In fact, W. N. Locke points out

a study of some 400,000 French running words, Guided by
the frequency of occurrences of these words, as given

in Table 4y of the above reference, the followling chapter
deals with those most likely to‘occur in almost any text.
and explains the development of a "Lexical" routine.

i

~. - —— e LA
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IV. LEXICAL ROUTINES

' Manyvbf the:mdnosyllébic-WOhds of the French_lahguage
have either loSf their original specific meanings or have .
'acquired various additional ones depending on the Syn; '
tactical function of the word. The method developed in
SYSTRAN, to deal with the eouivalent situation in Russian, -
is called the LEZICAL program The program there is made
up of a large nucmdber of sub- routines each initlated by
the apoéﬁrance of the problematic word or words and is
( quite advanced an<é elaborate. The limited test corpus -
‘ and time elemehtnprevents~a development of the_routines
‘here to a similzr extent, however, Qhat,follows indicatesf
the basic_principle in the make—up of one of .the rcutlnes
o : sufficient to allow a continuing effort 1In this;area,inb .
ﬁQ\\;‘~;;%\ -~ the future. : - : - o - |
| _Basic Principle - ‘:_ a
' "The develon*nnt of a lexical routine bevins with the

study of tne word "in peneral grammars and dictionaries

of the language, .and in context. The grammars and dic-
‘tionaries indicate the vérious'functions of the word. and

some eXamples are usually found, fér the,mbré cbmmon words,~‘
pointing to possidble further avenues of investigation.

f ' The word in context is best studied from the results of

: concordances where the word is listed, at it,apbeafsfin a

i running text, with 1its immediate environment. - o

| Comment Sheet By observing the environment of tﬁe_
word, in its different syntactical runctichs; a ?eneral
trend can usually Dve discovered fairly early which in-

- dicates the réquiretent on the adJacent words for a par—
ticular function to be defined for the word. A comment
sheet ‘1s in this way developed including as much as is
known as possible'about the word and where declisions A

18
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_sub- unit may be changed completely. later -on-- the basis -of

are doubtful this 1s noted for use in the flou chart
:development later. The beauty of this aporoach is in

its self—sufficiency. By this 1s meant that each routine‘
is 1ndependent by itself, 1it-does not demend on:any

input, other than the word to trigger it, and its output

is not a necessary condition for any othertprograms to

run. Thus, any portions of a routine can be deleted,
amended or added with no 111 effect to the rest of the __
system. This. valuable asset of the routines is taken

full advantage of“in.this development since French. con-
cordances were not immediately available thereby f‘orcinfr
sometines quite arbitrary decisions based more on

~intuition than fact. : o -

Flow Chart The probleh analysis portion of the -
lexical. routine development is included in the comment

e

" sheet on each of the lexical routines in ﬁpoendix G. The’
" .next step in the routine development is to. make up a '

flow chart of the pr blem to help in programing the

'solution. The flow chart is primarily used to organize

the available information»and to aid programing. The
main underlying factor in the development of the flow
chart is the ‘absolute necessity for ease of future

amendments. In other words, a flow chart presented here )

‘for the'solution,of a lexical problem only represents the
first step of a vast number of steps needed to obtain a

routine general enough to handle most occurrernces of the
word. Thus the main branch of the chart includes
decisions which are considered less likely than the

] corresponding exit branch. The exit branches lead to,

what might be considered sub-unitsvof the.routine each
of which ends by an exit out of the routine. Thus the

further analvsis. Also, where a decision is based on

‘doubtful information a "dump" command is included to

document the situation. In all that follows the terms
19
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"dump" or "message” are used interchangeably with the.
following significance. The "SMSGY macro executes a
"dump" of the analysis area which reflects all action

taken by the program up to that point. The term "dumo is

used here in its usual assenbly language programming
meaning as covered for example in Chapin's book (Ref 2:
60-62). In the programs the message is given a number.
This refers to the numoer of the message as 1t appears inA
Aopendix K on "Messages" The appendix contains the
message number, the message statement itself and the
reasons for generating it. '

Program The flow chart 1s then used to program
the 1exical routine. As mentioned earlier, the commands

 used are all taken from the SYSTRAN Macros. Since

these Macros are not detailed here, the complete lexical
program for this study is separated from the "Comment
what more elaborate than those in the aonendix to:
include explanation of some of the more or less
arbitrary decisions that are required at this stape

of deyelopment. In the appendix these are imnlied
only, in the comment sheet and flow chart.

"Le,.la, les, 1'" Lexical Routine Examnle

The words "le, la, les, 1'" are seleccted for
discussion because, for one thing, they are the ones
which occur most often according to Locke's studyv
(Ref'u) The words "la, les" and "1'", heing o

“derivations of "le" for the gender, ‘number and -

elision requirements of French, need not be carried
in what follows, but it should be xept in mind that
what is said for "le" applies to its derivatives

Hymee..
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"also, with minor cz=mges.

Comment Shes% “or "lLe, 1la, les% 1'". "Le"‘appears'
in most dictlan == as a possible candidate for one of

‘the syntactical fu==~%ions: definilte article, oersonal

pronoun or neutrzI —ronoun. As article, "le" translates
to "THE" or 1is nct ——anslated in some cases; as a
personal pronoun_i: rzen translate to "IT" or "HIMY;
and'as a neutral vo-o—moun it may require translation to -
"SO"vor "IT". Thez= are some of the possible transla-
tions, by no mez=s =xhaustive but sufficient to indicate

' the need to develcr = lexical routine. A study of
- context using this word soon indicatesfthat it functions

as a pronoun if ft =Zmmediately precedes a verb or if it -
is hyphenated to z ¥=rb before. If none'ofethese7q
conditions 1s sat=z=3ed the word is assumed to. function
as an article for === present, and the routine sets its
POS code and/or trz—slation as such. If one is
satisfied then th= =ord is a pronoun and it remains to

,differentiate it == a.oersonal or neutral oronoun. This

requires a limitec ==mantlc analysis in the sense’ that

',what the word ¥le™ m—=places as a pronoun must- be dis—‘
_covered and estatifs=hhe=d as-a person or thing 1n order to

recognize the_prca,um as personal or neutral. . This

‘type of analysis f= m=mot included here and the,dedision'

in the routine tc === the translation "IT" is based
on the usual imps-zcmal nature of technical writing.
Further, to take cz—= of the no-translation casey
when the word acts =5 an article, requires the L
deGelopment of a2 rrmrram along similar lines as the
article insertion cr= for Russian, except that in this

case it would be tc 3Sslete the article, and this also

requires an ada“’cczﬂ code in the dictionary. The

[

magnitude of the :e:vssarv effort needed to solve this R
last relatively s;::;e situation obviously places 1ts

’ de?elopmeht outsi<= <he bounds of this investigation;

21
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r'Flow Chart for "Le, la, les, 1'". The analysis of
this particular word falls far short of its ultimate
‘development, however, it 1s sufficient to serve the

timmediate purpose. More importantly a study of the flow

chart, illustrated in Fig. 3, above, clearly indicates
how any portions can be replaced without requiring major
changes in the other portions.

Program for "Le, la, les, 1'", Guided by the flow

“chart above the simple program for the 'LE' lexical

‘routine is’ developed and a copy appears in Fig. 4 below.

.Conclusion on Lexical Routines

With an understanding of the basic prlnciple of the

:: deVelopment of a lexical routine and of the detailled

“example, the interested reader can now read through the

'routines developed for this investigation as contained

”.iniAppendix'G. The more observant reader will surely

notice that some of the routines included are very
minimal and only appear to serve the purpose of documen-

‘tation. These‘are expressly included for that purpose,

fﬁ..to accumulate data on words which are expected to require

a routine in the near future. The lexical routines are

j"v_-seen. to deal with particular words. - A more general

“situation 1s encountered when a type of word may function

as two different parts of speech. For example, in

French, many adjectives can be used as nouns. The

number of these makes it ludicrous to have one routine

;' for each therefore a noun-adjective homograph lexical

g‘ routine is developed. This‘and others are also included,
1in a similar format to the lexical routinea, in the

o ‘appendix on the main program. |

The previous chapter dealt with the coding of the
words in the dictionary. This coding left open such
ambiguities as the meaning dependency on the syntactical
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function of the word, or the moré general case of the
noun-adjecétive homograph which were handled in this

chapter on the lexical routines. The way is now clear -

to enter 1nto the more extensive structural analysis of

the French sentence.
' -]

-




63u* *¥ENTRY WORD IS LE LA LES LZ POS=ES BPQ=36%%

614 LE1 SETUWP cw,se -1
- 617 LE. SCAllR CVW,C¥, (F OP,"J,UE.U,Dql) (FOR,%D,LAE,
; .. DR1), (FOR wD LES,E;DR1) ,(FOR,%D,LZ,F, DPl)
. 632 ' GOTO PREP2A1 . . g
635 DR1 SETWP WA,CV,+1 SETS PTR ON WCORD'
639 - ' -AFTER
640 TESTX WA,BO1,CEC,E,HNE12 WA POS=EC? j
641 v GOTO NOlLC L
643 DO  TEST ONLY VERE AMBIG
6u5* B NEED BE CHECKED
© 6lLE* - HERE. L
. 6uT® ‘ . TEST SUBR DUM¥Y
64 8% . AT PRESENT
649 NOTEC TESTX WA, POl COl4 ,E-T70CP IS WA VERB?
. 652 TESTK WA,BO1,CLB8,E-T70CP IS WA ILF?
- 655 . - TESTX WA,BOI,CNO,E-ETﬁﬁl IS WA AUX? -
658 - TESTX WA,BOl,CLU,E-ETRE2 I8 WA INF AUX?
. 661 TESTX VA,B01, CFO,J ~T70AT IS WA LINK VERB?
664 'GOTO TR8 . , _ W4 NOT VERB FORM
- 666% ,Jso CW = DETEFRM
' 668 ETREl TESTX WA, 508 c8o, 5-;70 - AUX=3ETFE?
670 = GOTO T7ocD ' : : -
672 ETRE2 TESTX WA,EN8,CHF,E-T70AT INF AUX=3ETRE?
675 : GOTO T70CP S :
677 TTOAT SETCH CW,B01,58 . CW=ATTRIB?
" 679 GOTO MHIGAFT ~ ‘ - '
681 TT70CP . SETCH CW,B01,70 SET C¥=PRON
683 . SETCH CW,B08,72 PERSONAL
685 MIGAFT CMPWD CV,LA, r—sn“vrﬂ ClW=LA? '
688 © CHMPWD. CW, LLJ, SETTIEM . CW=LES? ~
691 SETIT =~ SETHMA WA,IT - SET Cw=IT A¥T V
© 693 SNSG - 'LE/LZ PzPQ/IruTDAL PRO: 001", 'LEXRTH
712 GOTO EXIT
714 SETHER SETMA WA,HER 'SET CW=HER AFT V
. 716 ~ GOTO EXIT : S o
718 SETTHEM  SETMA WA, THEMY - SET CW=THEM AF V
720 GOTO EXIT -
- 722 TF8 SETCH CW,B01,E8 o SET CY-DETERM
724 SETCH CW,B08,36 )
726 : GOTO LE
- 728 EXIT SETTR CW
© 730 ‘ GOTO LE B
) )
¢
j
" Ficure H 'LE' Lexical routine.
Tz 5%~ - 26 ‘

-




written on the structure of different languages.  In-
.particular, for the French language, much effort and

.of the system dealing with that language not be changed.
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V. FRENSTRY

A change of source language fron Russian to French
required the development of the LEYRTN program. in the ' .
previous chapter. The other program which remains to. be;
developed is one to perform the structural analysis of
the new source lanyuaﬂe. Vumerous booPs ‘have been

vast lingulstic knowledge and inSight were necessary to
produce, for instance, such work as Lucien Tesnitre's

" "Eléments de SyntaXe Structurale® (Ref 9), often: -

quoted and used by workers in the Machine Translation and
computational linpuistic fields. Many others have contrib- |
uted much to the study of French and,a fairly extensiye
report would be required Just to summarize some of the
more pertinent ideas piven there. This is not the purpose

@

7 here, yet the fact needed mentioninp lest the reader be

tempted to accept what follows as anything but a small . L -
dent on the surface of the French languagpe structure._ '
The purpose of this study, it 1is recalled, 1is to attempt

to adapt SYSTRAN to accept French as a scurce language.
" The only possibility of success of this proJect‘rests

on making maximum use of SYSTRAN and changing the
barest minimum of that system. English remaining the
same, as the target lantuage,'dictates that the portions

Thus it is that the 'FRENSTRU' program (French Struuture)
develooment ‘now introduced is geared ertirely to pro—r

: viding the necessary information for the target language

programs to perform’their task of synthesizing English

" sentences. It is not a structural analysis of French in

the linguistic'sense, although some computational linguists

~
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might discover some useful ideas in the anoroach. In\
any case the method 1is proved tc work om the comouter,h
is adapted to SY3T=LN, provides trenslation (admittedly‘
in need of improvenent) from~French to English, and is ‘
open-ended for improvements. ' E

The development of the 'FRENSTRU' pmovram was greatly
influenced by a chaoter of K. V H. Booth nreviously N
referenced (Ref 1). » There she deals, in part, with -
the freguency of occurrences of the different parts of

 speech of the words of running rrench and English texts.

The frequencies are compiled 1n.groups of(sinrle occur-
rence (as, the number of times the nounfpart“gfwsggeegi)v
oceurs); of two occurrences (for example, how often a
noun—adjective grouv 1is found), and so ‘on up to groups of
five occurrences. Her results led this writer to deal

with the most.often occurring parts of speech first and to

proceed on this basis-of frequency of occurrences hope-

fully to the end. Fowever, if time required a cut off

then a stop would occur at a point where the remainder to
be analyzed would not he of parts of speecn of relative
high frequency. and so would cause the least damage. An-~-
other major advantage in directing the awmproach this way

is that, the sequence of questions on a word is more likely

‘to receive.a "yes" answer sooner (causiny an exit, in the

program, out of a lcop to a structural decision) if the
question is biased toward an affirmative answer on the

A basis of what the word is most likely to be. The size of

the text used in Booth's study 1ntroauces a SIQrtcominﬁ
however when it comes to use 1t for guidance in the low-

frequency occurrences. These low-frequency results were

nevertheless used if for no other reason than that more
extensive material was not available and also because the °
method developed on that basls admits, In any case,
re-ordering when these new results become available.-

An increase in the number of words analyzed shculd not

28




“verify for and correct any person/mode arbiruities,

~ GE/BE/T0-9 . . . ..

change dfastically the order of occurrence of the high-

‘freouency parts of speech. Thus her study points out

that the first five most often occurrin? parts of speehh
in French are: noun, preposition, ‘determiner, - adjective.
and verb in that order. The noun governs the determiner
end the adjective; the verb,in the past or present
pérticiple form can act aé an_adJeetive; and the
prepvosition generally introduces a nodn, or a.verb\-
acting as a noun, complement. Because of thelpossibility
of the verb acting as an adjective, which mirht affect
the analysis of the noun, the verb is treated first
resulting in a subprogram of 'FRENSTRU' called 'PREDIC'.
The noun 1is then analyzed giving the suborogram *NOMIN'®
and so on for the others. The 'FRENSTRU *~program that is
developed here 1s contained in Appendices I and J.

"PPVDIC' Subororram

‘As mentioned abeve the prime reason for dealinF with
the verb at this point 1s to eliminate the possibility of

a past .or present participle acting as an adjective. -
.However, as progress is made through each sentence, for

that odrpose, the analvsis ta?es advantares of other_

results as it goes and all the- verbs are dealt with in
'PREDIC' and set as primary or secondary potential
predicates. It will have been noticed in Appendix Dy

on coding, that the verb part of speech was subdiviﬁed
into infinitives, past or present narticioles, aux-
i1liarles and so on accordinr to its specific function

or 1ts mode/tense. The princinle used in 'PPEDIC' is to-
seek the verbs in their particular form in the sehtence,

and eStablish the verb as predicate, noun or adjective
devending on its form or function. Just as in the
case of the lexical routines a complete descrintion

" of eaoh'step involved in the development of the subprogran

29
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would be quite lengthy and not todo 1nter°stin? to the

reader not fully conversant with French, so the same

~ format as used for the lexical routines will bYe enoloye

here, as well as for the other subprograms below. That
1s,‘the main bulk of the development can be found in
Appendix I, with "Comment Sheet" and ﬁFlow-Chart" on each
sub-part of soeech of the verb, and the dctual subprogram
can be found as part of 'FRENSTRU' in Appendix J. A
detailed example here should.suffice to make clear the
approach used. ' ‘

'PREDIC' Example , '
An interesting situation is when a finite verb is .

encountered and the ending 1ook—un in tr.2 paradigmatic
set ;able has resulted_in a person/mode ambifuity.

For the purpose of this example, assume the ambiguity

is such that the verb appears 1in the analysis area with
Pgs = 04 (for finite verb), byte number 02 = AQ (for

"firét and third person singular ambiguity) and byte

number 03 = 98 (for indicative present, imperative . v
and subjunctive present ambiguity). On Lthe first page of
the 'PREDIC' subprogram flow chart, in Zopendix I, '

‘the reader can locate entry point'"Ph". Suppqsing'

all tests above this. point have given nerative
answers then the .next operation will lock for and find
the finite verb in question and branch cut to PMAL.

“Turning to the flow chart titled "P¥AL,"” the test

gor pérson/mode ambiguity 1s affirmative leading to the
'PERMODE' subroutine. Turning now to tl:e 'PERMODE' sub-

routine flow chart, towards the end of the appendix, the

}cader“wiil”note that-the PAO branch wiil be takén on
teéting byte 02 for "A0" content. The next .page has the
flow chart for PAO and indicates the procedure followed to
resolve the person ambigulty which, whe:: complete, returns
control to the MODE entry in 'PERNMODE' to test for mode

30.
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ahbiguity. The test here branches out to 28 which
resolves the mode ambirulty either‘directiy;in the main
branch'or through the positive branches uhich'introduees.
the .further test M88. In either case. the control is
returned through EXIT to PMAL at entrv ooint P1Ah1 Dre—x
viously set up in preparation for the subroutine '*PERIMODE .
Then,_PMAu sets the verb as primary predicate and:returns_v
eontrol to fPREDIC' at P4, so that rmore of the same can be
sought. The procedure is the same for all‘therther
tests of 'PREDIC' and the end pesult‘of this subprosram is
( o that all tyves of verbs of the sentence are now set up as
either potential oredicates, nouns or adjectives. On_
running out of verbs, 'PEEDIC' then passes control to

"NOMIN'. R A T - S

'NOMIi' Suonrogram T ;. : : :'.;’A LTI
o , The puroose of this portion of the 'FRENSTRU' program
,”””ﬂ”w' is to examine the environments of the nouns to establish
‘  the _governor- dependent indicators required by ,581HPHG .
The orocedure here 1s the same as in ‘PF"DIC'_exeept that
now the establ*shment'of ‘relationships between words are
more numerous and the build up of the svnthesis array.
can be better appreciated. ' ' » ‘.'_ )
U ', - The first step of the subprogram consist in’ locatinp
' a houn. This is done by scanning the sentence from left
to right~seekine for byte 01 containins hex. character
."le", the code assigned to the noun oart of speech. On

locatling a noun the 'NOﬂIN' subprowram can be considered
to be engaged. The next sten is to set a pointer on the
word after the noun and to determine what function that
word serves. The reader will notice on the flow chart

j"pzigre titled 'NOMIN', in Appendix I, that the series of
tests, between AFTH3 and AFTN&, all lead to a series of-
branches named WA, NCMA, ete..., on an affirmative answer.
«ﬁ' i o These abbreviaticns indicate the type of segquence en-
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,of_relationship.

countered, for example, NA means a Noun-Adjective sequence,
similarly for the others. The order Oi these tests,'once

again, is based on Booth's double frequency oecurrences so
that an exit is achieved earliest. To continue with an

interestin? avenue the reader mirht assume that - tbe word

after the noun is an adjective leading to the branch N O

named "NA". By going to the flow chart page titled "NA®
the subsequent action can be appreciated. Here a gender
and number check is made of the noun-adjective .pair by o
calling a 'GENUMB' subroutine, included towards the end ofv -
the main program, and assuming the gencer and number’ ' '
agreement is valid, an adjective-to-noun and noun- to-
adjective relationship is indicated, by olacinr the word
sequence number of the noun in byte 17 of the adjective
and that of the adjective in byte 27 of the noun, tvo
particular locations reserved for this ripght- ~to-left type
' Once the adjective- noin relationsnip is
eéstablished the oointer 1s moved over to the next word and

the same procedure 1is ‘repeated as if the adjective was no

' _1onper there.f The noun stops lookinp 2zt its rigrht when it

meets anyone of the following parts of speech: preposi-

tion, comma, coordinate conjunction, p:riod, verb, another

" noun, relative pronoun, determiner, pronoun, adverb, sub-

ordinate conjunction or negation. On exit from tne'"after—
noun" portion of the 'NOMIN' subprogramn the noun starts
looking on 1ts left. More relationshirzs are similarly

established in'this way with exit from this
meeting one of: preposition, verb, no word,
conjunction, adverb, subordinate conjunction

These types of words cause a stop to the ana

_noun environment because, eilther no reiation

established between them and the noun in the
occupy, or the relationship is best establis
'FRENSTRU'. Tt
cannot be related to it, so the determiner i

For example, a ncun followed by

32
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picked up by the next'noun. . In addition to the relation-
shipns mentioned above, the 'NOMIN' subprogram also sets
each noun as a "noun-phrase" (byte 100 = 01) and also ;
indicates on all dependents :that their function has been
established (byte 39 = 01). These two additional settin?s

are used later in 'FRENSTRU!

Others I ' \\ . )
' Of the five most fregquent parts of sneech so far,

.. four. have been looked at leavinv the nreoosition. Because

( _ of the particular function cof the preposition it 1s rel-
eraued to a little later in ‘FRENSTRU' and the adverb, -

| pronoun, and one “function of the coordinate con*unction
parts of speech are handled at this point in the sub-
program. These willl not be detalled here as they amount

: to. practically the sarme as before excent for the linruiou

’:>“‘~s\§§\; diffe"ences which- can be recognized in the flow chart of

4 tppendix I. This brinss this chanter to the 'PREPDS' sub-

. program. As realized the oreposition is a very useful and
necessary part of speech.. This fact ShOWo up. clearly in

- Booth's study where, in both French and English, it ranks
.second in freauency. But, for translation purnoses’,
whether human or by machine, it 1is also as troublesome as
its frequéncy of occurrence: is high. The.SYoTRAN codinv A
.sheet for RusSién indicates that the problem is not ex-
clusive to French or English and that an elaborate system
had to be developed to handle the situation there as uell.
An aonroach‘similar to the noun analysis was adonted at

~first to analyie the ore“051tion. Unforturiately, time did
not allow to perfect the analysis sufficiently to be in-

substituted for the time being. The method of develoonent

is tne same for 'FRPREP' as for the others atove and need

not pe detailed. At tnis point in the developnment of tnis

mcluded here and a relatively more simple subpnrogram is __

- study the cut-off mentioned earlier was reached. The re-
maining parts of sneecnvcould not he analvzed in detail so

O
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that the subpfograms,ipart of 'FRENSTRU' in Appendix I,

are the barest minimum to allow 'FREUSTRU' to. run and to

provide sufficient indicators in the synthesis. array Ior
the English synthesis program of SYSTRAN ‘to function.
Each of these latter subprograms can form the basis for a

: fairly extensive study by itself. The comnent sheet
attevots to indicate some of the avenues of investiration

- which could be taken in each case, but by no means ex-

haustively.

—

3
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VI. PResults and Conclusions

Results and Conclusions
The test translation consisted of four translation

runs all made within two days. More tests were not
possible because of the tight computer ti=e schedule.
The results’ obtained on the fourth run a“oe,r in
Appendix L, where the input French sentences are each
followed by two English translations. The second English
franslation usually undergoés a rearranre:eﬂt sequence
which is based on the left-to-right and rizsht-to-left
agreement pointers set up in the structural analysis
program. At the time of this trialythe EZIZZANG program
of SYSTRAN Was not functioning properly an< had to be
" by-passed for this trial. This was unfortunate as it
prevented the verification of some of the actions of the
analysis programs such as the word- order rearranvenent
of the noun-adjective combination ‘for exazple. ~The
’pluralization of SYSTRAN also falled for tnis test as is'
apparent from the translation. A brief study of. the
dumps obtained on each sentence also indicates that the
'two programs LEXRTN and FRENSTRU were elther not called
'in at all or else did not function. The reasons for this
are unknown at this time since a detailed analysiSHOf the
‘dumps would delay this renort beyond the germissible dead-
line,,however a minor error in the suverviscr prdgram,
which calls these analysls programs, is suspected.
_ Notwithstanding the above deficiencies. the purpose
of this project, to show the adaptability of SYSTRAN to

-accept~a.different source -language, was achleved to the~
extent possible within the tight bounds in tine allotted
for such a project as well as the very 1lirmited availability
of computer time. Of significance here is the fact that
the MACROS, the support programs and the p:e-tranﬁlation

L, T

L
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phase group of programs have-pérformed well, 'Thé MACROS
7 have oompiled giving error messages which were corrected:
prior to this actual test. The supoort programs. such: asa'
the idiom and dictionary edit Drograms have edited the
SYSTRAN coding sheet format input cards and rejected
illegal entries which were also corrected prior to this
test. The -idiom and dictlonary update programs ‘also - -
pfoduced the desifed results of creating the idiom table
and the dictionary. In the pre-translation phasedcate-
gory the preparation of the sentences for idiom and main
dictionary look up was accorpllshed thefresorting of the
rinput text in its original sequence and the establishment -.-.
ol the analysis area was done. Thus, aluhough the effects jd
of the two programs which hererchanged in SYSTRAN cannot
':be evaluated the results obtained still provice: a sound
base from which to continue this study.

:Recommendations o S . ' r~»7+'~runsui~~=”’—
With the adaptability of .SYSTRAN shown up to the -
actual translation phase, the: following recommendat*ons )
are made for immediate future activity in this area. ' . -
‘ 1,; A detailed study of the dumps cf the input text . -
: . sentences to be made to discover the reason(s) ' '
- | : ‘ for fallure of the LEXRTN and FRENSTRU programs
' ~ to be engared. . S
‘2. Once the problem 1n 1 1s resolmod and the actions
.. . -. —~ of-the programs are felt each subprogram which
V glves unyanted or undesirable results can be
applied independently to the sahe test corpus
"by removing all the other subprograms. In this
, would be reflected in the dumps. .
*3. A new text can then be used as input for tranala-
tion, the words not found_(wnich are llsted by
BATR) can then be coded and the process as in
2 repeated.

e A ¢ e e e L s e et s o T PR3 am



b e

bt s et B g A T S NS ey AR AT LT L L R T st e

T GE/BE/T0-9 - . ... o

4. Wnhen a sufficiently large dictionary is available
then each subprogram, which reflects the function
- of individual part'of speech, can form the basis
for a detailedvstudy of that particular part of
speech. : o o

For the more distant future the Polloxing nossible
avenues of investigation are submitted for consideretion._~
1. From the point of view of lMachine Translation a
considerable effort is required 1n coding a-
sufficiently extensive dictionary,_idion, toplcal
glossary set to be of value in translating new
text. )

2. From the point of view of comoutational lin-

: guistics very minor adjustments can be made to
the system to make it a valuable asset to re-
search the source languaye and oossihlv also the
target language by 1ntroducing dumpinp facility
on that language. . S :

3. " From the point of view of modeling the copnitive

- aspects of the brain functioning in languages it
is much too early to formulate any firm con-
clusions or directions. However, it anoears that
a detailed study ef, and experimentation with,
the dumps as pfovided'by‘machine translation
might prove useful to glve indications of the 2
underlying similarities between two seemingly

‘divorced languages.

The gtudy of one language from the structural or

generatiVe_point of view is a»highly interesting, neces- =

sary and useful area of activity. The study of two
langugﬁes, as in machine translation, 1is certainly also
necessary and useful as wellias interesting. The com-
patibility between these two flelds shouid be realized

vy
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nd accepted by the researchers in each thereby providing
a normalization of methods and 2 greater sharing and i

understandinv of results. A system caoable of translatin? ‘

:two or more source languages into a same target ldnguare
is bound to provide 1nportant clues about an underlying
'language, if such exists. SYSTRAN is a systen, Derhaps
the only one, which appears-to have the potential to

‘ becomé\such a multilingual System. o

/ B N B .- ‘\

-
.

PR

38




GE/BE/70-9 . .

‘Bibiiograchz

1. Booth, K.V.H. WMachine Aided Translation xith a
’ Post-editor" in Machine Trznslation, editeZ by

‘A. D. Booth. New York: Z—scerdam, 1967.

2. Chapin, N. 360 Prcgramins In Assembly Lan-uage, .
New York: MecGraw-Hill EBcox, Co., 1368. ' -

3, Lamb, S. M. and W. H. Jacotsen, Jr. "A Hiz:Z-speed
Large-capacity Dictlonary Sxstem", in ReaéiInes in
* . Automatic Lanpuage Processing, edited by LC=vid G.
Hays. HNew York: American =Zlsevier Pub. Co., 1966.

4. Locke, William, N. Sclentiic French. IHew York:
. -John Wiley and Sons Inc., 1=37. .

5.  Lufkin, J. M.. "What Evervoedy Should Know 2bout
Translation". - IEEE Trans., ZWS-12:3-9 (¥zz 1969).

6. Rondeau, G.'(Translatof). Inttiation & lz

Programmation COMIT. Mont=Zal: Carel, 19%5%.

'~ 7. Simmons, R. F. "Naturélea:guage Question.-
- Answering Systems: 19697, Zn Communicaticzs of .
the ACM, 13:28 (January 1979). L

s

8. Tallman, O. H., II. The Classifica®lon of Visual
Images by Spacial Filterin~. Unpubiished =D -
Dissertation, Air Universitr, Alr Force Institute .
of Technology, Wright Patterson Alr Force Ease, T e
Dayton, Ohio: June 1969.- ‘

9. Tesnidre, Luclen. Eléments <e Syntaxe Structurale.
Paris: Klincksieck, 1969. o -

n

- 10. Tema, P. Development of Crerational Russiz=n-English
' System.. Technical Report lio. RADC-1IR-6&-3=2. Rome
Air Development Center, Cctcber 1963. ADGE3168.

11. Yngve, V. H. COMIT, Prosrz—zer's Raference ~anual.
Cambridge, Mass.: The MIT rress, 1262, o

12, ===-=-. "MT at MIT, 1965", 1n ™Machine Translation,
: edited by A. D. Booth. iew York:. Amsterczz, 1967.




o
e
2

S GE/BE/T0-9. .. . .
P R

15. Yngve, V. “Gap Analysis and Syntax". IRE Transi‘

IT2 3 106~ 112 (1956).

Andre R. Gouin may be reachedat : argoS119@yahoo ca currently
o (August 2008)

;

i’

— - 1

B H

LS

-
=

e — - — - - i e ————— — —
» . N e ey S ]



