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CHAPTER 5

MACHINE TRANSLATION
AND AUTOMATIC LANGUAGE
DATA PROCESSING

LEON E. DOSTERT
Georgetown University

This chapter discusses machine or automatic translation of natural
languages. It reviews the status of the art at present; explains its basic
operations, methods and procedures; indicates its objectives and uses,
and situates machine translation or MT in the general field of automatic
language data processing. Finally, it suggests its possible role in language
communication as a whole.

Machine translation is a relatively new area of automatic language
data processing. It came about in part as a result of the conjuncture of
three trends: (1) the development of structuralist procedures in linguis-
tics; (2) the increasing sophistication of programming techniques, and (3)
the growing capabilities and versatility of computation devices. It also
became a subject of interest in the scientific and managerial communities
as a result of the increasing volume and diversity of scientific and
technical writings in the several languages of scientifically creative cul-
tures, and the lengthening lag between the publication of information in
a given language and its accessibility in one or several other languages.

A decade ago machine translation was of interest to a relatively small
group of people coming from such apparently unrelated fields as phi-
losophy, physics, mathematics, sociology, logic, computational engineer-
ing, chemistry, and of course linguistics and languages. This diversity of
background among the early comers was to bring about a widely diversi-
fied and divergent set of notions as to what automatic translation is or
should be, what it ought to try to do, how and why it should do it.

Notwithstanding these divergences, MT research today is pursued in
a number of centers and laboratories in some twenty countries, including
besides the United States, where oriented research may be said to have
originated, Great Britain, the U.S.S.R., Japan, Italy, France, Belgium,
Germany, and others. The first public demonstration of feasibility was
carried out jointly by Georgetown University and IBM in January, 1954,
on the basis of an experiment for the transfer of a small corpus of Russian
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to English on an IBM 701. The methods and results of this experiment,
necessarily limited in scope, were made public.

Today there are, to my knowledge, three regular MT professional
journals, one in this country, one in France and a third in the U.S.S.R.
At least two general national symposia have been held, one in the U.S.,
the other in the Soviet Union and the first International Conference on
MT, was held at the National Physical Laboratory, Teddington, England,
in September 1961. A first international seminar was held under the
auspices of NATO in Venice last summer. A large number of reports and
studies have been published by individuals and groups in several coun-
tries. Experimental and trial runs of increasing scope have been reported
and some of their text output published for examination and review.
Finally, courses in MT (or courses related to basic research in the field)
have been introduced in the curricula of a number of universities in
several countries and programs of studies leading to the doctorate in the
field are under development in several places.

This brief inventory of the results of efforts over a decade, limited to
the salient aspects of the work done, suffices to show the growing im-
portance of machine translation. After ten significant years it is worth-
while therefore to attempt to situate MT research in the general field of
which it is a part—that of automatic language data processing, to see
what experience appears to teach us, and where we may expect to go in
the immediate future.

Natural languages, unlike conventional sign systems such as those of
chemistry or mathematics, are culturally based. Natural languages are
structured and can be and are being increasingly formally described. The
systems of notation used to represent the nature and functions of language
signs may be such as to make them appear to be mathematical formulas.
But linguistics is obviously not a part of mathematics, though the
algorithmic representation of some generalized usages or "rules" may
give that impression. Also, in our language manuals, when we speak of
"rules," we are in fact describing the habits confirmed by "proper" usage
among the largest groups of users of a given language.”

MT is now directing its efforts to the translation of written languages.
What this involves will be described in some detail below. As for the oral
form, while some preliminary steps have been taken, we are still far
from oriented research.

There are several ways in which we can think of machine translation.
We can of course dream of a day when "perfect" translation from and into

"A new publication, "Information Processing Journal," contains in its first monthly
issue seven abstracts of four articles and three books under the heading "Natural
Languages, Linguistics and Mechanical Translation" (p. 39).

2See David G. Hays, Research Procedures in Machine Translation, Memo-
randum RM-2916-MR, December 1961, The Rand Corporation, introductory pages.
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several languages will be obtained with speed or at a relatively low cost
in almost any realm of language. This is a rather remote objective, though
a valid one, provided the quest for high quality, wide diversity and great
speed does not preclude the attainment of more modest, practical, useful
results attainable in reasonable time and at acceptable cost. Of course,
any early systems should be so conceived and constructed as to remain
open-ended and likely to yield results applicable to the refinement and
broadening of the initial procedures.

We should accept the fact that "perfect" translation is neither
humanly nor mechanically achievable. We should likewise recognize
that although a so-called word-for-word translation can be carried out
on a computer with relative ease, it is of no practical value. What then
should we aim for? The experience of the last decade seems to argue for
focussed and coordinated programs extending over two or three years for
one-directional translation involving two languages, and in restricted
areas such as the physical or natural sciences, general technology,
economics, law, engineering, etc. These limited programs should strive
for maximum results in terms not only of usability, but of revealing un-
anticipated problems, confirming the validity of initial procedures, and
bringing nearer the general solution of only partially resolved problems.

In terms of practical use, what is a reasonable norm of acceptability
for machine output attainable in the near future? Can we accept the
following standard?

The output text should convey the same information as the input text; if it
describes a chemical experiment, a chemist should be able to read the translation
and reproduce the experiment with no more difficulty than if he had read the
original report. Moreover, he should be able to read the translation as easily as if
it had been written by a person fluent in the output language—Russian documents
should be translated into versions that might have been written by Americans,
for example.®

Isn't this in fact requiring of the machine more than is generally
performed by human translators? There is nothing wrong with this
objective in terms of long-range efforts and those who are familiar with
the vagaries of human translators look forward to some day when the
machine may do better.

A more immediately achievable standard of practical performance is
given by Ida Rhodes of the National Bureau of Standards.

If, for example, a translated article enables a scientist to reproduce an experiment
described in a source paper and to obtain the same results—such a translation
may be regarded as a practical one. Perhaps the translation is not couched in
elegant terms; here and there several alternative meanings are given for a target
word; a word or two may appear as a mere transliteration of original source words.

? David G. Hays, ibid.
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Nevertheless, this translation has served its main purpose: a scholar in one land
can follow the work of his colleague in another.*

This does not require of machine output the same ease of readability
elegance of style or completeness of language transfer, but it does insist
on reliability of information transfer.

Have we reached a point, or are we about to reach it, where the
language of a scientifically creative culture can be processed on a com-
puter so as to produce an intelligible, reliable, and therefore acceptable,
output so that "a scholar in one land can follow the work of his colleague
in another"?

The following pages present a machine translated section of a Russian
book in the field of cybernetics aimed at the general reader.” From the
120-page text we have reproduced only that section which deals with
machine translation. The book was translated into English on an IBM
7090 computer on the basis of the current Georgetown MT program, and
this is a second cyclical run, i.e., it includes lexical and structural improve-
ments based on the review of a first output.

The reason we are reproducing a section from this book is that it is by
and large nontechnical. Another reason is that this chapter deals with
the subject of MT.

It will be seen that the text is presented in two columns. The column
on the left contains every detail of the output as it actually was produced
by the computer. The column on the right presents the same text with a
minimum of editing to facilitate reading. A study of both columns will,
we believe, show that the translation adheres to the standard of reliability
of information-transfer mentioned above. The lexical and structural in-
adequacies which are readily noticeable in the left-hand column, and
which have in part been eliminated in the human-revised version on the
right-hand column, are at present the subject of careful study. As a
result of this review, the program will again be modified to incorporate
generalized solutions to permit a higher level of output quality. This is
the principle of cyclical-improvement procedure which will be described
in more detail later on. Thus, by comparing the quality level of the output
of a given text at a certain phase of production with the same text printed
out on the basis of a partially improved, and repeatedly improved pro-
gram, it is possible to demonstrate two things to which again we will
refer in greater detail later: (1) that the system is constituted so as to
remain open-ended, and (2) that relatively short time focused on improve-
ment research permits the up-grading of the output product in a
significant manner.

* Ida Rhodes, "A New Approach to the Mechanical Syntactic Analysis of Russian,"
Mechanical Translation, November 1961.

5 The original Russian text of this passage is reproduced as appendix I to this paper.
It it taken from Z. Rovensky, A. Uemov and E. Uemova "Mashina i Mysl' " (Machine
and Thought), State Publishing House, Moscow 1960.
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A machine translation

By by one from the first practical
applications of logcal capabilities of
machines was their utilization for the
translation of texts from an one tongue
on other. Linguistic differences
represent the serious hindrance on a way
for the development of cultural, social -
political and scientific connections
between nations. Automation of the
process of a translation, the application
of machines, with a help which possible
to effect a translation without a knowledge
of the corresponding foreign tongue, would
be by an important step forward in the
decision of this problem.

A machine, as already repeatedly
stressed, does not penetrate into a
sense being carried out by it the
operations, mashinaperevodchik, in
particular, cannot be attracted to a
to a content being converted
by it a text; it operates only pure by
formal relations. The effecting of an
automatic translation from an one tongue
on other supposes a composition such the
programs, in which the agreement between
by both tongues represented in the form
of a system strict formal relations, which
were installed on the basis of structural
analysis of this and other tongue,
(page 88) Assumptions for such an
analysis, principal possibilities the
establishments of an abstract system
formal of agreements in tongues, as was
showed above, have.

On the example of a translation of
the phrase from a greek tongue on latin
we saw, by which way possible in the
principle to convert from an one
tongue on other, not knowing any one from
them. But there we had fact only with by
an one proposition and with the
dictionary, which consists in all from
some 10 elements. For the translation of
texts of more solid dimensions, naturally,
necessary the dictionary of agreements,
significantly more voluminous and complex.
The composition of such dictionaries for
whole tongues would be a problem
practically unrealizable, if there were no
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Machine Translation
One of the first practical

applications of logical capabilities
of machines was their utilization for
the translation of texts from one tongue
on other. Linguistic differences )

_ present a serious hindrance on the way
for the development of cultural, social -
political and scientific relations
between nations. Automation of the
process of translation, the application ~ (10)
of machines, with the help of which it
is possible to effect a translation
without_knowledge of the corresponding
foreign tongue, would be_an important step
forward in the resolution of this problem. (15)

A machine, as already repeatedly

stressed, does not penetrate into the
sense carried out |by it of the operations.
Machine translator, in particular, cannot
handle the content converted by (20)
it |of a text |; it operates purely by
formal relations. The effecting of an
automatic translation from one tongue
on other supposes the composition of such
program, in which the agreement between  (25)
_both tongues represented in the form of
a system of strict formal relations, which
were established on the basis of structural
analysis of this and the other tongue,
(page 88) Assumptions for such an (30)
analysis, the principal possibilities of
the establishment_of an abstract system
of formal agreements in tongues, as was
showed above exist.

(35)
On the example of a translation of
the phrase from Greek tongue on Latin we
saw, in which way it is possible in
_principle to convert from_one tongue on
other, not knowing either one of them. (40)
But there we dealt only with_one sentence
and with the dictionary, which consists
in all of some 10 elements. For the
translation of texts of larger dimensions,
naturally, is necessary a_ dictionary of (45)
agreements, significantly more voluminous
and complex. The composition of such
dictionaries for whole tongues would be
a problem practically unrealizable, if
there were no such possibilities of (50)
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such possibilities of a formalization of a
tongue, concerning which spoke above.

On the basis of detachment from
material, the lexical values of the words,
there are installed the formal - grammatical
agreements between by tongues.

This makes it possible to constitute the
separate dictionary of the grammatical
indexes — the kind, the numbers, the case,
a time, parts of a speech etc., instead

of this to introduce in the program of a
machine all of the words with by the
corresponding attachments, by the suffixes
and by completions.

From an other standpoint, the
separation of the prefixes, the suffixes
and completions permits isolating in a
word this its part, which is kept upon all
its modifications and contains the lexical
value of the given word.

All this significantly reduces the
volume of the memory apparatus, necessary
for an automatic dictionary. . . .

The selection of the words for a
dictionary produces on the basis of
statistical calculation of their use - in
a tongue in general language, if
constitutes a general dictionary, and in
given to the branch of a science or a
technology upon the preparation of special
dictionaries.

Itself is understood, the words of a
converted text cannot introduce into a
machine in the form of combinations
known to us the letters of a written
tongue. For them necessary the special
system of designations, a special code,
"clear" to a machine. The symbols of this
code must correspond to the elements of a
tongue, not changing the sense of the
latter. ~ As far as for the logical
operations, and also for a translation,
are used the usual electronic - numerical
machines, which realize different actions
over 1 and also 0, combinations of these
two symbols express upon the composition
of the program for the machine - trans-
lator also and a word of a tongue. Each
basis, the each prefix, suffix, completion
and also any other introduced into a

formalization of a tongue, concerning
which we spoke above.
On the basis of detachment from
basic lexical values of the words, there
are established the formal-grammatical (55)
agreements between tongues. This makes
it possible to constitute the separate
dictionary of the grammatical indexes—
the gender, the number, the case, tense,
parts of speech etc., rather than to (60)
introduce in the program of the machine
all of the words with_corresponding
attachments,_the suffixes and_ endings.

. (65)
From another standpoint, the

separation of the prefixes, the suffixes

and endings permits isolating in a word

the part which is kept in all its

modifications and contains the lexical (70)
value of the given word.

All this significantly reduces the
volume of the memory apparatus, necessary
for an automatic dictionary. . . .

The selection of the words for a (75)
dictionary is produced on the basis of
statistical calculation of their use_in
general language, if _a general dictionary
is made, and in a given_branch of a
science or_technology for the preparation (80)
of special dictionaries.

It is understood, the words of a
translated text cannot be introduced
into a machine in the form of combinations ~ (85)
known to us as the letters of
the written tongue. For them is
necessary the special system of
designations, a special code, "clear"
to a machine. The symbols of this code (90)
must correspond to the elements of a
tongue, not changing the sense of the
latter.  For the logical operations,
and also for a translation, are used the
usual electronic-numerical machines, 95)
which realize different actions over 1
and_0, combinations of these two symbols
are expressed upon the composition of the
program for the machine-translator,
and also the words_of the tongue. Each  (100)
base, each prefix, suffix, ending and
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"memory" a machine an element is compared
with the definite combination of units
and zeroes. These combinations are trans-
ferred on the punched tape in the form
of alternations of holes and gaps, which
as a result of a series of closings and

also openings are converted in the
corresponding combination of conducting
and also nonconducting states of elec-
tronic lamps. Upon the help of a whole
series of a relay symbols on a punched
tape are compared with the dictionary,
which are found in "a memory" a machine.
Comparison occurs in the form of a sub-
traction of dictionary combinations from
combinations on a punched tape.

If compare words do not coincide, as
a result this operation receives which
anyone a number, but not 0. In this case
occurs switchin on the following word of
a dictionary, and so up to these being
time, meanwhile upon a subtraction does
not receive 0. 0 signifies, thata
machine finding in a dictionary a comb-
ination, equal with given. Now necessary
to know, which corresponds to it in by
friend a tongue. Side-by-side with each
word of a converted tongue is indicated
the number of the cell, containing the
corresponding combination of this tongue,
on which convert. A when subtraction
gives as a result 0, switching occurs
already not on the following word of a
dictionary, but on this cell of the
second tongue, a number which is side-by-
side with by the given word, (page 90) A
combination of states of the apparatus
"of a memory", concluded in this cell,
gives upon an exit definite the alter-
nation of holes and gaps on a blade,
which is converted then on the usual
tongue of letters. The when memory
apparatus contains not the wholly words,
but their bases and the grammatical
indexes, then the machine seeks at first
in the dictionary of the bases the
maximum combination, which agrees with
the first part of the given words, but
then in the dictionary of the suffixes
and also completions finds other its
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also any other element introduced into
the "memory" of the machine is compared
with the definite combination of units
and zeroes. These combinations are trans- (105)
ferred on the punched tape in the form
of alternations of holes and gaps, which
as a result of a series of closings and
_openings are converted in the corresponding
combination of conducting and_noncon-  (110)
ducting states of electronic lamps. With the
help of a whole series of a relay symbols on a
punched tape are compared with the
dictionary, which are found in the "memory"
of the machine. Comparison occurs in
the form of a subtraction of dictionary
combinations from combinations on a
punched tape.
If compared words do not coincide,
as a result of this operation_a number
is obtained, but not 0. In this case
occurs switching to the following word of
dictionary, and so on until a subtraction
does not receive 0. 0 signifies that a
machine finds in_dictionary a combination (125)
_equal with given. Now it is necessary
to know, what corresponds to it in_an-
other tongue. Side-by-side with each
word of a converted tongue is indicated
the number of the cell containing the (130)
corresponding combination of the tongue,
into which to translate. | When| a sub-
traction gives as a result 0, switching occurs
no longer to the following word of
dictionary, but on this cell of the
second tongue the number of which is
side-by-side with_the given word.
(page 90) A combination of states of the
apparatus of the "memory" included in this
cell, gives as an exit a definite alter-
nation of holes and gaps on a tape, which
is converted then in the usual language
of letters. When| the | memory apparatus
contains not the complete words, but
their bases and the grammatical indexes, (145)
then the machine seeks at first in the
dictionary of the bases the maximum
combination, which agrees with the first
part of the given words, and then in the (150)
dictionary of the suffixes and endings
it finds its other part. For instance, on
the punched tape of a machine converting

(115)

(120)

(135)

(140)
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part. We permit, on the punched tape of a
machine, converting from an english
tongue on russian, perforated a word
"letterless". In the dictionary of the
bases turn out to be words "summer, Lett",
"letter". A machine stops only on the
latter, as far as it coincides with by a
maximum part of the given in word and
gives its translation: a letter, a

learning, literacy. Then searches for a
value which left to a part of a word -

- less, indicating a negation, as a result
of which on an exit is obtained a russian
word "an ignorance", "illiteracy".

Thus, all of the process of a trans-
lation dismembers on the totality of the
simplest problems, as this is done/ made
upon the completion of the logical and
arithmetical operations. The number of
these problems is very great, but upon this
rate, a which a machine resolves each from
them, a translation is effected very rapid.

The main hindrance for the wide
application of translating machines are
the difficulties of not no technical, but
linguistic order, connected not so many
with the completion of the program, how
many with by its composition. These
difficulties are not exhausted by abundance
of bases and grammatical resources of an
expression in each tongue. Fact is
complicated by this, that, on the one hand,
the elements of a tongue often have not one,
but somewhat different values, from an
other standpoint, one and the same lexical
sense can express by the different bases,
one and the same grammatical value - by
different formal resources. . . .

But the main difficulty is created
by this circumstance, that between the
elements of different tongues there is
no univocal agreement. To a basis or to
the suffix, univocal in an one tongue,
can correspond in by friend elements,
which exist besides given still somewhat
values. The russian to word "a month"
In english, german, french and other
tongues correspond two words, one from
which there indicates "a moon", second -
*"12 e yaapartofayear". Russian
combinations with the pretext "to" and

from English tongue to Russian is perforated
the word "letterless." In the dictionary  (155)
of the bases turn out to be words "let",
"Lett" and "letter." A machine stops only
on the latter, as far as it coincides with
a maximum part of the given word and gives its
translation:_letter, learning, literacy. (160)
Then searches for a value of the part of word
left - less, indicating a negation, as a
result of which in the output is obtained
Russian word "ignorance", "illiteracy".

(165)

Thus, all_the process of translation
is dismembered into the totality of the
simplest problems, as this is done_upon the (170)
completion of the logical and arithmetical
operations. The number of these problems
is very great, but at the rate at which a
machine resolves each from them a
translation is effected very rapidly. (175)
The main hindrance for the wide
application of translating machines are
the difficulties |of |not technical but
linguistic order, connected not so much
with the completion of the program as (180)
with_its composition. These difficulties
are not exhausted by abundance of bases
and grammatical resources of expression
in each tongue. Fact is complicated by
this_that on the one hand, the elements (185)
of a tongue often have not one, but
several different values; from an other
standpoint, one and the same lexical sense
can be expressed by_different bases, one
and the same grammatical value — by  (190)
different formal resources. . . .
But the main difficulty is created
by this circumstance, that between the
elements of different tongues there is no
univocal agreement. To a basic or to the  (195)
suffix, univocal in one tongue, can
correspond in_ another elements which have
besides the given one, several other
values. To the Russian word_"month" in
English, German, French and other tongues  (200)
correspond two words, one of which
indicates "moon", second — "12th part
of a year". Russian combinations with
the preposition "k" and the dative case
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the dative case without the pretext equal
transfer in english with by the help of
the pretext "this". In a russian tongue
exist the categories of the kind and the
case, into english them not, and has an
article, which is absent in a russian
tongue.

All this requires the developments
of a special system of indicators for
dictionaries, which introduce into the
memory apparatus of an automatic
translator.
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without the preposition equal transfer in (205)
English with_the help of the preposition
"to". In Russian tongue exist the

categories of the gender and the case, in
English_not, but it has an article,

which is absent in Russian tongue. (210)

All this requires the development _
of special system of indicators for
dictionaries, which are introduced into
the memory apparatus of an automatic
translator.

(215)

|[Here the authors wander into the realm of words, clusters
called idioms, to no lucid results as far as the automatic
translation of the passage is concerned.]

To effect automation of a translation
with the calculation all of these
peculiarities of a tongue by the help of
the usual dictionary of the bases and
completions, of course, impossible. Such
a dictionary can satisfy only in the case
of a translation special the selected text
which consists exceptional or preferred
from univocal words. In order a machine
could convert any text, necessary the
formalization of all elements of a tongue,
and also these, a sense which depends on
their surrounding, from the context. In
this connection rises a question concerning
the creation of such dictionaries, in which
there would enter not only separate
words, but phrases and whole pro-
positions, that, of course, is a
problem significantly more complex,
than the composition of dictionaries of
the separate words or their bases and
completions, (page 92)

A tendency to simplify work, which
was connected with automation of a trans-
lation, led to an idea concerning the
artificial tongue - middleman, free
from a multiple validity, tyue
idiomatiki and to this of similar pheno-
mena, which hamper and even, possibly,
excluding a translation without the
understanding of sense converted. To
establish the formal relations between
two tongues, from which at least one
strict logical and does not require the

To effect automation of a translation

with the calculation [all| of these

peculiarities of a tongue with the help of

the usual dictionary of the bases and (220)
endings, of course, is impossible.

Such a dictionary can satisfy only in the
case of a translation of a specially selected

text, which consists exclusively or

mainly of monovalent words. In order (225)
a machine could convert any text, necessary

the formalization of all elements of a

tongue, and also these, the sense of which
depends on their surrounding, or context.

In this connection a rises question con- (230)
cerning the creation of such dictionaries,

in which there would enter not only words,

but phrases and whole sentences. That,

of course, is a problem significantly

more complex, than the composition of  (235)
dictionaries of the separate words or

their bases and endings. (page 92)

A tendency to simplify work, which
was connected with automation of trans- (240)
lation, led to an idea concerning the
artificial tongue—intermediary free
from_multiple value, idiomatics and of
similar phenomena, which hamper and even,
possibly, exclude translation without the (245)
understanding of sense translated. To
establish the formal relations between two
tongues, from which at least one is
strictly logical and does not require the
special study and calculation of the (250)
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special study and the calculation of the
different kind of exceptions, divergence
from formal rules, of course, significantly
more easily, than between by the two
usual tongues. Besides this, the presence
of such a tongue in a many time would
decrease the number of the necessary
dictionaries, if rises a question
concerning a translation from any tongue
onany. We take at least 10 tongues.

In such case would require 90 dictionaries
as far as each tongue must be converted
on 9 other, while by the presence of the
tongue - middleman would be sufficient
20: 10 - for a translation on the

tongue - middleman and 10 - for a back
translation on any from these tongues.

In this connection arguments the

creation of the tongue - middleman is
completely feasible.

different kind of exceptions, divergence
from formal rules, of course, is
significantly more easy, than between_
two natural tongues. Besides this,

the presence of such a tongue many_times
would decrease the number of

dictionaries necessary, if a question arises
concerning translation from any one tongue
into any other. Let us take 10 tongues.
In such case we would require 90
dictionaries, since each tongue must

be converted on 9 others, while by the
presence of the intermediate tongue-
would be sufficient 20: 10 - fora 2 x 10—
translation to the |tongue| intermediate

and 10 — for a back translation to any of
these tongues. In this connection
arguments for the creation of the inter-
mediate tongue - are completely feasible.

101
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A review of the right-hand column of the revised text, in which under-
scoring indicates the corrections, reveals that the largest number of
errors (about one fourth of the total in the passage given) involves
insertion of the definite or indefinite article in English. In spite of different
approaches during the last four years, we have not yet been able to
develop a reliable formal program for article insertion in Russian-English
MT, nor do we know of any program on the article which has been tested.
(Most of the material published on MT is in the form of theoretical
studies rather than reports on actual computer experiments on specific
or general procedures.) The second largest source of errors in the passage
given involves the use of prepositions in general and in particular of the
selection of "of" and "from" in English, as well as the use of the prep-
osition "by" as an oversimplified procedure in the transfer of the Russian
instrumental case. The third most frequent error occurs in lexical equiva-
lents and a few lexical gaps. These inadequacies, and other deficiencies,
will be eliminated to a considerable degree in a next cyclical run.

A separate random’ text in the field of cybernetics was run recently
against the program. Being more technical and therefore less complicated
lexically and stylistically, the quality of the output is reported to be
equal or superior to that of the book itself, of which the sample reproduced
above is quite representative.

The processing of the signs of natural language by electronic computers
for translation of a given source language into a chosen target language
presents problems basically different from those presented by the auto-
matic processing of conventional language signs, such as those of mathe-
matics or chemistry. When in the field of numbers, for instance, we deal
with different systems of representation such as the decimal or duo-
decimal, the binary or even the Morse system (essentially binary) we
have obviously a fixed and generalized transfer of relationships between
the different systems of signs. This is not true, or at least we have not
yet established such correlation between any two natural language
systems.

The signs (in natural language can be characterized as "unspecific"
or "unstable" in the sense that a given letter or groups of letters between
spaces (a word) will carry different information in terms of the language
in which it operates, and also in terms of its possible equivalents in
another language. Contextual factors, either phrase groups, sentences,
or larger discourse units, or again in the sense of different fields or
disciplines, are the basis for the reduction or elimination of ambiguity.
Further, communication through natural languages involves in effect the

6 By "random text" we mean a passage or article in a given discipline which is run
without previous lexical or structural study or abstraction for incorporation in the
program. A copy of this "random text" is available on request.



AUTOMATIC TRANSLATION—LANGUAGE DATA PROCESSING 103

obtaining of information from signs, oral or written, which are "known"
to the hearer or reader. In a monolingual situation, different levels or
fields of discourse are accessible only to a person knowing the fields and
level of discourse. In natural languages (and for that matter in conven-
tional sign systems) the two basic means for the discernment of informa-
tion are the forms of the signs and their distribution.

In the translating of one language into another, we are confronted
with two distinct sign structures. Our problem is one of transfer. This
transfer means that the information in a source text will be represented
in another language form or text. What is involved in this transfer when
we speak of machine translation? Some years back I attempted an ex-
planation to the effect that MT involved the transfer of meaning by
computers from the signs of the source language to those of the target.
It is more accurate to describe the operation as involving the systematic
substitution by computing devices of the signs of the target language
for those of the source language, with the obvious aim of maximum
information transfer.

Since we are dealing, for the present at least, with two structures, and
since we are seeking to effect the systematic substitution of signs, it
follows that we must establish as complete a correlation or correspondence
between the structures involved as is required for effective information
transfer. Thus we may say that MT research is, or should be, oriented
to a specialized area of linguistic investigation, which is called transfer
linguistics. While this may seem obvious to some, considerable research
effort has been aimed primarily at intrinsic or monostructural investiga-
tion rather than at bistructural transfer programs. The thesis has been
upheld by many that a "complete" analysis of a given structure should
precede any approach to the problem of transfer, and that exhaustive
monostructural automation is a prerequisite to systematic bi- or multi-
lingual transfer. More pragmatic and empirical procedures are being
gradually developed by other groups with reasonably promising results
and prospects in terms of relatively modest and immediately practical
aims. It is with this approach that we shall be concerned in the remaining
part of this study.



104 VISTAS IN INFORMATION HANDLING

MamuHHBIH nepeBos,

OnHUM W3 TEPBHIX MPAKTHIECKUX NPIMEHEHHH JIOTHYECKHUX CIIOCOOHOCTEH
MAIIHH SBUJIOCH UCTIONB30BAHIE UX IS IEPEBOJIA TEKCTOB C OHOTO S3bIKA HA
JpyTOii. SI3BIKOBBIE pa3IHIHs MPEACTABIIET CEPhEe3HOE MPEMATCTBHIE Ha ITyTH
K Pa3BUTHUIO KyJIbTYPHBIX, OOIIECTBEHHO-TIOJUTHYECKUX U HAYIHBIX CBSI3€H MEXKITY
Hapoaamu. ABTOMaTH3aIMs Mpoliecca epeBoa, MPUMEHEHHE MAIHH, C TIOMOIIBI0
KOTOPBIX MOXHO OCYIIECTBIIATH EPeBO]] 0€3 3HAHUS COOTBETCTBYIOIIETO HHOCTPaH-

HOTO 513bIKa, OBIJIO OB Ba)KHBIM ILIIATOM BIIEPE]] B PELICHUH 3TOH MPOOIEMBI.

MarmuHa, KaK yke HeOTHOKPATHO HOAYEPKHUBAIIOCh, HE BHUKAET B CMBICI
IIPOM3BOAMMBIX €I0 onepanuil. MalHa-nepeBo4uK, B YaCTHOCTH, HE MOXKET
obpaIarscs K CoIeprKaHUIO IEPEBOIMMOT0 €10 TEKCTa; OHA OIIEPUPYET TOJIBKO
9HUCTO (POPMAITBHBIMH OTHOIICHUSIMU. OCYIIECTBICHHE aBTOMAaTHIECKOTO IIepeBoIa
C OJIHOTO s3bIKa Ha JPYyroi mperonaraeT cocTaBleHUe TaKoil IporpaMmsl, B
KOTOPOM COOTBETCTBUE MEXY OOOMMH SI3bIKaMU IIPEJCTABICHO B BUJIE CUCTEMbI
cTporo (OpMalIbHEIX COOTHOLICHHH, YCTAHOBJIEHHBIX HA OCHOBE CTPYKTYpPHOTO
aHajM3a TOTO U JPYroro s3bika. IIpearnockinky s Takoro aHaau3a, NPHHIH-
[HAJIbHBIE BO3MOXKHOCTH yCTAHOBJIEHUS a0CTPaKTHOH cUCTeMbl (JOPMAJIBHBIX COOT-

BETCTBHUH B sI3bIKaX, KaK ObLIO IMOKA3aHO BBIIIE, HIMEIOTCS.

Ha npumepe nepeBoa (hpassl ¢ TPEIECKOTO S3bIKA HA TATHHCKHUIH MBI
BHUJIENH, KaKUM 00pa3oM MOXKHO B IIPHHIIUIIE TIEPEBOANTDH C OJHOTO SI3BbIKA Ha
JIpyTOM, He 3Hast HU OJHOro U3 HUX. Ho TaM MBI MMeNu €10 TOIBKO C OJHUM

MPEATIOKCHUEM U CO CJI0BApPEM, COCTOSAIINM BCETO-HABCEro U3 KaKI/IX-HI/I6yIIb 10
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3JIEMEHTOB. J{J1 IepeBoa TEKCTOB 00Jee COMUIHBIX Pa3MEPOB, ECTECTBEH-

HO, HEOOXOIUM CJIOBApPh COOTBETCTBUIi, 3HAUMTENIBHO 00Jiee 00BEMHUCTHIN U
cnoxHbIi. CocTazieHne TakuX CIIoBapei JUis 1esbIX A3bIKOB ObUIO ObI 3a1aueii
MPaKTUYECKH HEOCYIECTBUMO}, €ciii Obl He ObUIO TaKUX BO3MOXKHOCTEH (hopma-

JIM3alluH A3bIKa, O KOTOPBIX TOBOPUJIOCH BBILIC.

Ha ocHoBe 0TBiI€YEHMs OT BEIIECTBEHHBIX, JIEKCUYECKUX 3HAYEHUH CIIOB
yCTaHABIUBAIOTCS (POPMaNTbHO-IPaMMAaTHYECKIE COOTBETCTBHS MEXIY SI3bIKAMH.
OTO 1aeT BO3MOKHOCTH COCTABUTh OTJIENIbHBIN CJIOBaph PAMMAaTHYECKHUX MOKa-
3arenei - poaa, 4ucia, najaexa, BpeMeHH, yacTel pedu U T..., BMECTO
TOTO YTOOBI BBOJHTH B IIPOrPaMMy BCE CJIOBA C COOTBETCTBYIOIINMH IIPHACTAB-

KaMu, cy(pdukcaMu 1 OKOHYAHHAMU.

C npyroii cTOpoHBl, OTAeNeHUe NPehUKCOB, cyHHUKCOB U OKOHUAHUI
[O3BOJISET BBIJEIUTD B CIIOBE Ty €r0 YaCTb, KOTOPask COXPaHAETCsI IPU BCEX
€ro BUIOM3MEHEHUSX U 3aKITI0YaeT B ceOe IeKCUYECKOe 3HaUeHUE JTAHHOTO

CJIOBA.

Bce 3T0 3HaUUTENBHO COKpaIaeT 00beM 3aOMUHAIOIIETO YCTPOICTBa,
HEOOXOAMMOTO AJIsl aBTOMAaTHYECKOTo cioBapst. Hanmpumep, MBI UMeeM TaKo
PSII CIIOB: CTPOUTB, CTPOECHHE, CTPOSILINI, CTPOUBILIHH, HACTPOUTH, HACTPOMUB,
HACTPOMBILNI, HACTPOESHHBIN, IIOCTPOUTH, TIOCTPOUB, TIOCTPOUBIIHH, TOCTPOECH-
HBI, yCTPOHTH, YCTPOUB, YCTPOUBILHH, YCTPOCSHHBIH, 3aCTPOHTD, 3aCTPOHB,
3aCTPOMBILHI, 3aCTPOCHHBIH. 371eCh JajJeKo He BCe BO3MOXKHBIE IPOU3BOIHEIE
OT cJ10Ba "CTPOUTH'", HO MBI OTPAHUIMMCS XOTSI ObI STHMHU. AHAJOTHYHBIE TIPO-
MaBOJIHBIE MO’KHO 00pa3oBaTh U OT JAPYTHX MOAOOHBIX IJIar0JIOB, HAIpUMeEp "To-

Boputs", "comuts" u T.A4. Ecau Obl rimaronsl "cTpouts", "roBoputs', "co-
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JUTH" ¥ MX IIPOU3BOJIHBIC BBECTHU B CJIOBAPh LIEITHUKOM, 5TO COCTABUIIO OBI
6ostee 70 cioB. Mexy TeM, B GopMarN30BaHHOM BU/Ie OHU OYIyT BBIpaske-
HBI 16 2emenTamu: 3 ocHOBaMH (CTPO-, TOBOP-, €OI- ), O cyhdurcamu
(-UTb, -€HH-, -S1II-, -UB-, -UOIII-, -€HH-), 2 OKOHYAHUAMHU (-€, -UH ),

5 mpeduxcamu (Ha-, MO, y-, 3a- ). MOXHO cebe IPeICTaBUTh, BO CKOIBKO
pa3 YIPOCTHTCS CIIOBaphb, €CIM pedb MOMIET HE O TPeX, a O THICSYE WiIn 60-

JIEC CJIOB.

OT60p CJIOB IJIA CJIOBApsi NPOU3BOJAUTCA Ha OCHOBE CTAaTUCTUYCCKOT'O
noacyeTa ux yHOTpe6I/ITeJ'II:HOCTI/I - B A3BIKEC BOO6I.[I€, €CJIM COCTABJIACTCSA
061LIPII>1 CJIOBapb, U B I[aHHOﬁ OTpac/ii HAYK! WKW TEXHUKU IIPU TOATOTOBKE

CHELUAIBHBIX CIIOBAPEH.

Camo co0oii pazymeercs, CJIOBa IEPEBOAUMOTO TEKCTa HE MOTYT BBO-
IUTHCS B MAIIMHY B BHJEC COYCTAHUH M3BECTHBIX HAM OyKB MMUCHMEHHOTO S3bIKA.
Jns HuX Hy>kHa ocobast cucteMa 0003HAUYEHHH, CTICIIHATbHBINA KO, "TIOHATHBII"
MamrHe. 3HaKd 3TOro KOJa AOKHBEI COOTBETCTBOBATH dJICMCEHTAM SI3bIKa, HE
MEHsIsSI cMbIciIa ociaeqHuX. [I0CKoIbKyY AT TOrH4ecKuX oneparuii, B TOM YUC-
JIe ¥ TSl IepeBO/Ia, UCIONB3YIOTCS OOBIYHBIE ANEKTPOHHO-IIM(OPOBBIC MAIINHEL,
OCYILECTBIISIONINE Pa3IyHble edcTBuA Hal 1 u 0, KoOMOMHAIMAME 3THX OBYX
3HAKOB BBIPAXAIOTCS IIPU COCTABICHUU IIPOTPaMMBbI JIJIsl MALIMHBI-IEPEBO{YUKA
TaKXKe U CJI0Ba si3bIka. Kaxmas ocHOBa, Kax bl pedukc, cyhhuKc, OKOHUAHHE
1 JIt000# [pyroi BBOAMMBIN B "MaMATh" MAIIMHBI 3JICMEHT COMOCTABIISETCS C OIl-
peneneHHbIM COYeTaHUEM €UHUIL U HyJIeH. OTH COYeTaHUs NEPEHOCSTCS Ha
nepOJICHTY B BUJIC YePEIOBAHUIT OTBEPCTHH U MPOIYCKOB, KOTOPHIE B PE3YJIb-

TaTe psisia 3aMBIKAHUH M pa3MBIKaHUH IIPeoOpa3yoTcs B COOTBETCTBYIOMNE KOMOH-



AUTOMATIC TRANSLATION—LANGUAGE DATA PROCESSING 107

HaIUM NPOBOISIILUX U HEMPOBOISIIUX COCTOSTHUM AJIEKTPOHHBIX JiaMmIl. [Ipu
MTOMOIITH IEJIOTO Psijia pejie 3HAKH Ha nepdosieHTe CPaBHUBAIOTCS CO CIIO-
BapeM, HaxoAsmumcs B "mamsaTu" MamuHbl. CpaBHEHUE MPOUCXOAUT B BUC

BBIUUTAHUSI CIIOBAPHBIX KOMOMHAIMI 13 KOMOWHANWiT Ha nepdoeHTe.

Ecnu cpaBHHMBaeMble Cl10Ba HE COBMAJAIOT, B PE3YJIbTATE ITOM Olle-
paLuy MOMydIHUTCs KaKoe YroaHo uncio, Ho He 0. B atom ciryyae mpoucxo-
JIUT TEPEeKII0UEHNE Ha CIIeIYIOIIEee CIIOBO CIIOBAps, U TaK J0 TEX MOp, MoKa
P BEMHUTaHUH He monydnTcss O. O o3HagaeT, 4To MallvHa HallIa B CIOBa-
pe KOMOMHAIHIO, OMUHAKOBYIO C JaHHOW. Tereph Hy »KHO y3HaTh, 9TO COOT-
BETCTBYET €l B APYTOM SI3bIKE. PAIOM C KaXKIbIM CIIOBOM IEPEBOIUMOTO
SI3bIKA YKA3bIBACTCSI HOMEP SUCHKHU, CONEPIKAIINI COOTBETCTBYIOIIYI0 KOMOUHA-
ILIUIO TOTO SI3bIKA, HAa KOTOPBIN MepeBoiIT. Korna BEMMUTaHUE HaeT B pe3yiib-
tate 0, mepekIIoYeHIe IPOUCXOJUT yXe He Ha CIIeAyIOIIee CIOBO CI0Baps,
a Ha Ty siUeHKy BTOPOTO sI3bIKa, HOMEP KOTOPOI CTOUT PSIIOM C JaHHBIM CJIO-
BoM. KoMOMHaIyst COCTOSTHUN yCTpOKCTBA "MaMsTH", 3aK/II0YEHHAs B 3TON
siyelike, JaeT IPH BBIXOJE ONpeelICHHOE YepeoBaHue OTBEPCTHI U IpoITyC-
KOB Ha JIEHTE, KOTOpOEe MEPEeBOAUTCS 3aTeM Ha OOBIYHBIH 361K OykB. Korna
3alIOMHHAIOIIEE YCTPOHCTBO COAEPIKUT HE IIEIUKOM CIIOBA, 8 UX OCHOBBI U IpaM-
MaTHUYECKHE MTOKA3aTeNH, TOTAa MAIllHA MILET CHavalla B CJIOBape OCHOB HaM-
60JTBIITYI0 KOMOHHANNIO, COBITAAAIONIYIO C IIEPBOM YacThIO JAHHOTO CIIOBA, A 3aTEM
B cloBape Cy(h(pHUKCOB 1 OKOHYAHMIT HAXOAUT OCTANBHYIO €r0 9acTb. JlomycTum,
Ha nepdosieHTe MaIIUHBI, IEPEBOIAIICH C aHTIIMICKOTO S3bIKa HA PYCCKUM, TIPO-
6uro cioBo "letterless ." B cioBape ocHOB oka3bIBaroTcs ciosa "let,"
"Lett", "letter." MamuHa oCTaHaBJIMBACTCS TOJIBKO Ha MOCIIEIHEM, TOCKOIIb-

Ky OHO COBITa1acT C HanOO0JIbIIEH YaCThIO JIAaHHOTI'O CJIOBA U NAa€T €ro nepeBoa:
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6yKBa, YUCHOCTD, 'PAMOTHOCTbD. 3aTeM OTBICKMBAETCS 3HAUCHHUE OCTaBIIICH-
Cs1 4acTH cjIoBa — -less ’ 0603Ha11a101uei/'1 OTpUIIAHUE, B PE3YJILTATEC YE€TO

non

Ha BBIXO/I€ MTOJIy4aeTCsi PyCCKOE CJIOBO "HEY4YE€HHOCTh'", "HErpaMOTHOCTb. "

Takum 06pa3oM, BECh IPOLIECC IEPEBOJIA PACUIIEHIETCSA HA COBOKYII-
HOCTb IPOCTEHIINX 3324, OZOOHO TOMY, KaK 3TO J€NAeTCs IPU BBIIIOIHE-
HUM JIOTHYECKUX U apUPMETHUeCKHX onepanuil. Yucio 3TUX 3a1a4 OYeHb
BEJIMKO, HO IIPH TOM CKOPOCTHU C KOTOPOM MalllMHA PEIIAECT KaKAyIo U3 HUX,

NIEPEBOJ OCYILECTBISIETCS] OY4EHb OBICTPO.

['maBHBIM NPEMATCTBUEM I INUPOKOT'O IMPUMEHCHUA IEPEBOAUCCKUX MAllIMH
SABJIAKOTCA 3aTPYAHCHUA HEC TEXHUYCCKOIr0, a IMHIBUCTHUYCCKOI'O IMOpsAaKa,
CBA3aHHBIC HE CTOJIBKO C BBIITOJIHEHUEM ITPOTI'PaAMMBI, CKOJIBKO € €€ COCTasABJIC-
HHEM. DTH TPYAHOCTH HE UCUHECPIIBIBAOTCA H300HIIEM OCHOB U rpamMMaTn4ec-
KHX CPCACTB BBIPAXKEHUS B KAXKXJIOM A3BIKE. [[eno OCJIOXKHACTCA TEM, YTO, C
OJTHOM CTOPOHBI, 3JICMCHTHI A3bIKa 4aCTO UMCIOT HE OJHO, @ HECKOJIBKO pa3HbIX
3Ha‘{eHHﬁ, C apyroﬁ CTOPOHBI, OIVUH U TOT XK€ JIGKCUYECKHUN CMBICIT MOYKET BbI-
paxaTbCs pa3HbIMU OCHOBaMH, OJHO U TO K€ rpaMMaTHYCCKOC 3Ha4YCHUEC--

pa3HBIMU (pOpMaATTLHBIMU CPEACTBAMU.

Ho rnaBHOe 3aTpyIHEHHE CO3AETCsA TeM 00CTOSTEIbCTBOM, UTO MEXKILY
9JIEMEHTAaMH PA3HBIX S3BIKOB HET OJHO3HAYHOTO COOTBETCTBUS. OCHOBE HIIH
cybdukcy, 0THO3HAYHOM B OTHOM SI3BIKE, MOTYT COOTBETCTBOBATH B IPYTOM
9JIEMEHTBHI, IMEIOIIe KPOME JAaHHOTO eIlle HECKOJIBKO 3HaueHui. Pycckomy
cioBy "MecsI" B aHTJIMHCKOM, HEMEIIKOM, (DPaHITy3CKOM U APYTHUX SI3BIKaX
COOTBETCTBYIOT JIBa CIIOBA, OJTHO U3 KOTOPEIX 0003Ha4aeT "myHa'", BTopoe-
"12-st wactb Toma". Pycckue coueranus ¢ npemiorom "k" u JaTeIbHBIHN Ma-
niex 0e3 Mmpeasiora OIMHaKOBO MEPENAOTCS B aHIIMICKOM C TIOMOILBIO ITPeAsiora

"to". B pyccKoM s3bIKE CYILECTBYIOT KaTETOPUU POJa U Majexka, B aHIJIUH-
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CKOM UX HET, a UMECTCA apTUKIIb, OTCYTCTByIOI.HHfI B pychOﬁ S3BIKE.

Bce 310 Tpebyer pa3paboTku 0000k CHCTEMBI TOMET JUIS CIIOBApEi,
KOTOpBIE BBOJSATCS B 3aTIOMHHAIONIEE YCTPOHCTBO aBTOMATHIECKOTO ITEPEBOI-

YuKa.

Bo Bcex s3pIKkax ©MeeTCst MHOTO TaK Ha3bIBa€MbIX HJIMOM, HE J0IyCKa-
romux OykBanbHOro nepesosa. Hampumep, ¢hpaHity3ckoe BbIpaxeHHe, COOTBET-
cTBytomIee pycckomy "OH BeUINTHIH oTen", pyu OyKBaJIbHOM MEPEBOJIE /IAET:
"OH Tel, COBEPIIEHHO BHIILTIOHYTHIN"; Mbl roBopuM: "C rinasy Ha rias”, a
(paHIy3bI B TOM %K€ CMbIcie cKkaxyT: "T'onoBa k rosnose", Hemusl: "Mexay

4eThipbMs r1a3aMu’', anrimyane: "Jluno k nuiy."

Ocyn1ecTBUTh aBTOMATH3ALHIO IIEPEBOAA C YIETOM BCEX 3THX 0COOCHHOCTEH
S3bIKA MPU TIOMOIIN OOBIYHOTO CJIOBAPSI OCHOB M OKOHYAHHH, KOHEYHO, HEBO3-
MOXxHO. Takoil cioBapb MOXKET YJOBJIETBOPUTD JIMIIb B CIIydae epeBojia cre-
[IAJIFHO OAOOPAHHOTO TEKCTA, COCTOSIIET0 NCKIIIOUUTENILHO WITH IPEUMYIIIe-
CTBEHHO U3 OJHO3HAYHBIX CJIOB. YTOOBI ManIinHa MOTJIa IEPEBOTUTS JIIOOO0H
TEKCT, HeoOXoauMa (hopMaH3aIys BCeX JIEMEHTOB S3bIKa, B TOM YHCIIE U
TeX, CMbICT KOTOPBIX 3aBUCHT OT X OKPYXEHUs, OT KOHTEKcTa. B cBsa3u

C 3THM BCTaeT BOIIPOC O CO3JIaHUHU TAKUX CJIOBapel, B KOTOPbIE BXOAWIN Obl
HE TOJIbKO OT/EJIbHBIE CJI0BA, HO ¥ CIIOBOCOYETAHUS U 1IeJIble TIPEAI0KEHUs,
YTO, KOHEYHO, TIPEJICTaBIsIeT cOOO0H 3a/1auy 3HAUUTEIBHO OOJIee CI0XKHYIO,

4YEM COCTaBJICHUEC cnorsapeﬁ OTJCJIBHBIX CJIOB UK UX OCHOB U OKOHYaHUH.

CrpemiieHuE YIPOCTUTh PaboTy, CBSI3aHHYIO C aBTOMAaTH3aLel epeBo-
Jia, IPUBEJIO K uziee 00 NCKYyCCTBEHHOM SI3bIKe-TIOCPEAHHIKE, CBOOOIHOM OT

MHOTO3HaYHOCTH, HANOMATHKH M TOMY NOZOOHBIX SIBICHUH, 3aTPy THSAIOIIUX U
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Jla’ke, BO3MOXKHO, HCKITFOUAIOIIUX 1epeBo]] 0€3 MOHUMaHHUS CMBICIIA TIEPEBO-
JTUMOTO. Y CTaHOBUTH ()OPMaJIbHBIC COOTHOILICHHUS MEX/Ty JIBYMS S3bIKAMH, U3
KOTOPBIX XOTsI ObI O/IMH CTPOTO JIOTHYEH U HE TPEOYET CIeUaIbHOro U3yde-
HHS ¥ y4eTa pa3HOro pOjia UCKITOUCHHUH, OTKJIOHEHHH OT ()OpMAaJIbHBIX PABUIIL,
KOHEYHO, 3HAYMTEIIBHO JIeTUe, YeM MEXKIY JABYMsI OOBIYHBIMHU S3bIKAMH. KPOME
TOT0, HAJIMYUE TAKOTO SI3bIKA BO MHOTO Pa3 YMEHBIINIO Obl YHUCIIO HEOOXO -
MBIX CJIOBapeH, €CIM BCTAHET BOIPOC O MEPEBOJIC € JIFOOOTO A3bIKA Ha 000,
BosbsmeM xo14 651 10 A3b1K0B. B TakoM ciydae norpedosanock 0b1 90 cio-
Bapel, HOCKOJBbKY KaXKIbIi S3bIK TOJDKEH TIEPEBOIUTHCS HA 9 OCTANTBHBIX,
TOr/1a KaK Py HAJIMYUHU s3bIKa-110cpeHUKa Obu10 OBl foctaToyno 20: 10—
JUIS IepeBO/ia Ha JIT000i U3 ATUX A3BIKOB. B CBSI3U ¢ 3TUMU cOOOpakeHHsI-

MU CO3JaHUEC A3bIKAa-NIOCPEAHUKA MTPEACTABIIACTCS BIIOJIHE LlCJ'leCOO6pa3HblM.



