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Abstract

Nowadays, Statistical Machine Translation (SMT)wiglely available. Nevertheless, using Machine
Translation at its best is not an easy task. Strastappearing sporadically trigger most of theulay
mistakes of SMT systems. We work on one of thosgctires: the Multiword Expressions (MWE).
Our study aims at evaluating the quality of MWE nsiation obtained using SMT.
Firstly, we present the process of our qualitgleation of the English translation got via an SMT
system created using Moses Toolkit (Koehn et &Q72, of one French technical document. On the
French document, MWE have been semi-automaticalhotated according to their type (Tutin et al.,
2015). Secondly, we describe the linguistic critef Vilar's classification of translation errokéilar et
al. 2006) as well as the adaptation we had to parto use Blast (Stymne, 2011). Thirdly, we analyse
the global results of our quality evaluation befgoeng into details, in our fourth part, on onetjzaar
type of MWE, which is the Full Phraseme one. Walfin show that most of the French MWE are
translated into English MWE, and that we need tplément in further work a collaborative error
annotation tool.

1 Introduction

Machine Translation (MT) nowadays is widely avaéaldor a large set of people;
professional translators, students, researchemmmom people. Nevertheless being able of
using MT at its best is not an easy task. Mosthef MT systems make regular mistakes,
which means that there are typical syntactic stinest, lexical items they cannot deal properly
with. Therefore, the end user has to be able tecti@ind to correct those mistakes. The ability
of the user to detect and correct the mistakess@n his/her language skills, which means
that some people would have the necessary skilddtect that the sentence is not
grammatically correct and would correct it, but goothers would not know how to correct it.
The language skill level related to the post editcd MT is an interesting topic, which we
won't discuss in this paper for a matter of length.

If we go back to the mistakes themselves, soméaitare due to the fact that as MT
systems use probabilistic algorithm they cannoti$oan structures that does not appear very
often. In this article, we are going to take thiskgem into account and thus deal with one of
those structures that are the MultiWord Express(dMi&/E). MWE are very common but not
always in proportions that are sufficient for MT dive successful translations. However, as
MWE are typical of the language, if they are misslated, the end user would consider the
whole translation as a poor one even if it is et ¢ase. Among others, previous work from
Ramisch et al. (2013) on one type of MWE has aledepicted the complexity of MWE
translation.

We have to keep in mind that, in this work, onlg tuality of the MWE translation has
been addressed. Consequently, the informationseinéence not being translated correctly is
not given.
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In order to study the quality of MWE translatione Wwased our work on the analysis of a
corpus.

Our corpus is made of one technical document (BRveérds) written in French on which
MWE have been semi-automatically annotated accgrttirtheir type. As we based our work
on a linguistic approach, we used a script to dhe more obvious MWESs, which we
validated or not, and then we manually annotatedetwhich were not found automatically
or for which the type was not so clear-cut. Thisywae were able to refine the MWE type
definitions as well as work on the inter annotadgreement. We have thus decided on
purpose not to use automatic tools such as Raretsalh (2010) proposed.

2 Methods

2.1 MWE annotation

We semi-automatically annotated, as we said, theBVesent in our corpus according to
nine types described in (Tutin et al., 2015). lis frevious paper, MWE were addressed as
"multiword elements that includes several graphicats, separated by blanks or hyphens, or
separated by several other words not included withe MWE".

Out of those nine types, we decided to focus o divthem, which are the following ones:
» Function words (F),

* Full Phrasemes (PH),

» Collocations (C),

» Technical Terms (T) and
* Named Entities (EN).

Tutin (2015) defined those five types in a draftAofnotation guidelines for multi-word
expressions. In the interests of brevity, we wiitjgive a rough definition for each of the five
types here.

First, Function words are characterized by a vagnd, mainly functional, meaning. They
include grammatical words such as conjunctions &vgn if or among others, prepositions
e.g..in front of

Second, Full Phrasemes include MWEs which are potpositional, e.g. couch potato
and/or are words, mainly nouns, which refer to peeferent, e.g. death penalty

Collocations include frequent compositional expiess, e.g. heavy smoker

Technical Terms, a subtype of full phrasemes, amijnnominal full phrasemes typical of
specialized corpora.

On top of the type, the MWE annotation also cossitthe part of speech of the MWE, the
part of speech of the elements of the MWE, andttezlapping of MWE is also annotated...

The French annotated document has been transtatedEnglish by a MT system created
using Moses Toolkit (Koehn et al., 2007).

Furthermore, we have decided that the quality etado of the obtained translation, would
not be done via automatic metrics but using marguiistics criteria such as those defined in
(Vilar et al., 2005), which we are going to deserib the following section.

2.2 Error type classification

Actually, the criteria used in Vilar's classifigati of translation errors, as described in Figure
1, suit pretty well the linguistic evaluationsve ntdo perform.
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Figure 1. Classification of translation errors.

Five main translation error categories have beentified, namely:
» Missing Words, for words which have not been tratesl,

» Word Order, for a wrong order of the words in trenslated sequence,
* Incorrect Words, for a mistranslation,

* Unknown Words, for words that were not known by #ystem and thus left in the
source language,

» Punctuation, when punctuation rules of the targegliage were not respected.

As regards to the first two translation-error catégs, Missing Words and Word Order,
subcategories have been created to refine the elass. For the Missing Words error
category, the distinction between Content and mRillerds allows to see whether the missing
word was meaningful or not. This subcategory itatgts the fact that the full meaning of the
sentence was kept or not, which is obviously time af a quality translation evaluation. As
regards to the Word Order error category, the WarBhrase level subcategory shows if the
translation error entails a reordering of the wdtdsmselves, or a reordering of phrases. It is
well addressed to SMT evaluation as it permitsoicate at which level the system failed,
lexical level or syntactic level.

Looking at the third translation error categorycdmrect words, we can see that there are
several subcategories aiming at distinguishingré@son of the mistranslation, which can be
due to the fact that the system was not able @mnuiéguate properly the meaning of a source
word nor to produce the right form of the wordhaligh the base form of the word was well
translated.

For the fourth translation error category, Unknomords, we can distinguish whether the
stem of the words was known by the system or not.

And finally, the fifth translation error categonyhich is Punctuation, did not receive full
attention from our part.
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In addition, the part of speech of the word linkedthe translation error category
subcategories, is also given. Thanks to Vilar'ssfication we were able to undergo a r
translation error annotation.

However, we wanted to track some more pieces ofmmition. We have therefore addec
the Vilar's classification the four following fea&s. Hereafter, we will describe thc
additiona features by defining them and giving their antiotaabbreviation

Firstly, we added the type of the MWE. The annotabf MWE in the source docume
was already giving that information, but due tohtacal difficulties we were not able
recover tlat information after translation. This is why wevbalecided to integrate the type
MWE into the translation error categories at thestfilevel that is to say prior to al
translation error category. We have used the aldiren given in paragraph z, e.g. EN for
Named Entities...

Secondly, as we wanted to focus tightly to thediaion quality evaluation of MWE, w
wanted to refer to imse translations of MWE. Consequently, for the nfosguent MWE
found in our source corpus, we have extracted the bilingual concordancer Trado
(https://www.tradooit.coy the related translations, considering them as #itestel
translations. We have thus integrated a categawisiy that the translation of the MWE w
an attested one or not. We used the TA abbreviatlten the translation was attested and
TNA abbreviation when it was not an attested trainsh

Thirdly, we addressed the translation quality cigtdoy distinguishing four quality level
When the surce MWE was well translated, we used the BT abatien. When the sourc
MWE was wrongly translated then we used the abatiewi MT for wrong translation. The
when the translation had to be edited but the nmgaaf the source sentence was kept,
used the abbreviation RevPres. And when the traosidtad to be edited but the meaning
the source sentence was not kept, we used the ResldBbreviatior

Finally, we wanted to annotate the fact that tlamgltation was also a MWE in the tar
language, or not. We respectively used the abbreviatidddLT and NONMULT.
Consequently, Vilar's classification of translatierrors has been extended to this sche
Figure 2:
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Figure 2. Extended Classification

2.3 Evaluation tool

The English translation hahen been evaluated using BLAST (Stymne, 2011), @en
source tool for the annotation of translation esrdWe have chosen this tool as it has alre
been used for former MWE translation evaluatiord #rat it uses as a standard, and an
others, the Var's Classification of translation errors, evéntican be used with any oth
hierarchical error classifications. Blast is alsghy adapted to any evaluation purposes :
is not linked to the information providec316by anyesiiic MT. FurthermoreBlast is easy to



use because of its graphical interface. Amonghallabove, we have seen in Blast the we
add new annotations, edit existing annotationsadswlto search among the annotati

Nevertheless we have experienced mainly two kindproblems with the evaluatic
criteria. Firstly, we have encountered the borderlcase of annotating several MWE i
same sentence. When several MWEs were presensama sentence, it was impossible
us to link the translation error category respely to the related MWE.

Secondly, as Blast ignores identical annotationseéms impossible to have acces:
several error types at the same time for the saréEMAIso because of the hierarchi
structure of the tool, we had to declare all thesgae path of translation error annotatic
thus having a linear path.

File
ainsi B la technologie est a la fois : 1 ) physiquement et socialement
construite dans un contexte social et professionnel particulier | 2 ) socialement construite
s par les acteurs qui I utilisent pour remplir des fonctions données B dans un
r
C contexte organisationnel donné ( orlikowski B 1992 )
52 . the technology is at once 1 ) . physically and socially
constructed in a social and professional context particular H 2 ) socially constructed
s by those who use it to perform the functions of data . in a context
Y
3 of organisational orlikowski i given ( 1992 )

Change sentence Change to number: 675

Annotation mode Edit mode Annotation count: 1 Current annotation: 1

Entitée nommée |Traduction atte... | Bonne traduction | Traduction plu. . | Mot manguant Pbm ordre mots | Mot incorrect Sens incorrect Choix lexigue Mot inconnu Pbm ponctuation

Terminologie Traduction non... | Mauvaise tradu... Traduction mot..| Pas mots mang...|Pas pbm ordre Mot correct Forme incorrecte |Désambiguisati... Mot connu Pas pbm ponct...
Previous Phraséme Traduction i ré Mot en trop

Collocation Iraduction a ré style

Next Expression figée Idiom

NC-SENS-DESAMB-NONU-NONPCT Update categories

Exact LC_Exact WordForm Synonym Paraphrase Reset

Figure 3. Blast Screenshot

The translation error annotation has thus beencdiff We could also mention that as -
annotator has to make a decision, he cannot useahéo trigger the attention on a difficL
MWE to annotate thus asking for some help from lagoannotator. The possibility of havi
a collaborative tool would have been greatly appted for the MWE quality translatic
evaluation.

3 Results

3.1 Global results

Once the English translation evaluated, we have beekinig at the global results which \
have collected in Table 1 and Table 2 be

As previously mentioned, out of the nine types diVE, we have only worked on five
them. Those five types of MWE are represented thaoktheir abbreviation, see abc
section 2.1, in the first column of Figure
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MWE Total Attested Good Good Good Bad Bad
type | number of [Translation|Translation|Translation/|Translation/Non| Translation/ |Translation/
occurrences TA BT Attested Attested Attested Non
Translation | Translation Translation | Attested
BT/TA BT/TNA MT/TA Translation
MT/TNA
PH 135 64.4 64.4 96.6 6.3 0 66.7
C 308 63.3 72.1 96.9 29.2 0 22.1
F 202 78.2 81.2 98.1 20.5 0 36.4
EN 9 77.8 66.7 85.7 0.0 0 100.0
T 51 58.8 64.7 100.@ 14.3 0 28.6

Table 1: Global results for 5 MWE types on GoodnBtation

Back to Table 1, if we look at the total numberosturrences per MWE type, it appears
that we have mainly found in our corpus the Collmeatype (C), with 308 occurrences.
While the type of MWE we have found in the smallgsantity is the Named Entities (EN), 9
occurrences. Nonetheless, the ratio of bad traoslabver the not attested translation
(MT/TNA), given in the eighth column, for EN is tieghest with 100%. It means that when
a MWE of the Named Entity type has been translhaied non attested translation it was also
always a bad translation.

On the contrary, when a MWE of the Technical Terygpd (T) was translated by an
attested translation, it was always a good traiesiaf he ratio good translation over attested
translation, BT/TA, is 100% as mentioned in colunmumber 5.

As a validity control, when an attested translatwwas given, it has never been a bad
translation. The ratio MT/TA, appearing in the sehecolumn, is 0% for any type of MWE.

MWE Total Attested Good |Translation | Translation to | Translation |Translation to
type | number of [Translation|Translation|to be edited| be edited but | to be edited | be edited but

occurrences TA BT but source | source meaning but source source
meaning kept /Non meaning not| meaning not

kept/ Attested kept/Attested| kept/Non

Attested Translation Translation Attested

Translation | RevPresTNA |RevNPresTA| Translation

RevPres/TA RevNpres'TNA
PH 135 64.4 64.4 1.1 18.8 0 8.3
C 308 63.3 72.1 1.5 32.7 0 13.3
F 202 78.2 81.2 1.3 40.9 0 2.3
EN 9 77.8 66.7) 0.0 0.0 0 0.0
T 51 58.8 64.7) 0.0 47.9 0 9.5

Table 2: Global results for 5 MWE types on Tranelato be edited

In the same way, for validity control, we can netion Table 2 that for an attested
translation given, no translation evaluated to ¢héed with the meaning not being kept were
found. For all the MWE types, the ratio RevNPres/gAen in the seventh column, equals O.

4  Detailed results focusing on Full phrasemes

We have decided to focus on the Full Phraseme dgpthey are the most difficult MWE to
understand for non-native speakers. In the follgwise are going to cover specific columns
of Table 1 and Table 2, explaining the results lwng five examples, made of the French
source, and of the English SMT Translation, and alsthe related error annotation path for
each example. 38



Actually, referring to Table 1, we find that 64%esthird column, of the Full Phrasemes
were correctly translated, as we can see in thempbkal. We can notice in that first example
that the whole translated sentence is not corré@thslated. As we already said, we have only
processed to the quality evaluation of the MWES$ tadhe evaluation of the whole sentence.

Example 1
French: [...] leur statut d'embauche plus précaiitedia sorte qu'ils sont soumis a une forte
pression...]
English SMT Translation: [...] their status of emplognt more precarious done in such a

way that they are under press{ire]
Error Annotation path: ph-TA-BT-MULT

In the fifth column of Table 1, we can see that entiran 96% of Full Phraseme MWEs
have been well translated when an attested tramslakisted. This result corresponds to the
trend of the whole study. Nevertheless, roughly &%owritten in the sixth column, of the Full
Phraseme MWEs were well translated while the tedimgl was not one of the attested ones.
If we look at the example 2 below, the Full Phrasdaire étahas not been translated in one
of its attested translation but even so, it haslvegl translated by to present

Example 2

French: [...] nous allons ensuite faire élas méthodes [...]

English SMT Translation: [...] then we are going tegentthe methods [...]
Error Annotation path: ph-TNA-BT-MULT

Going further in Table 2, we notice in the fifthlwmn, that 1% of the translations has been
evaluated as needing to be edited while the meanamykept when an attested translation
existed. Actually, example 3 shows that the FulladBame mis en oeuvtes been correctly
translated as regards to its attested translandma@eaning, but that its form was incorrect as
the passive voice to be implementeas used in the translation while it should not.

Example 3

French: [...] et les principales adaptations requiss®s en oeuvre..]

English SMT Translation: [...] and the major adajmasi required to be implementgd ]
Error Annotation path: ph-TA-REV_PRES-MULT-NONM-N@NINC-FORME-NONU-
NONPCT

Going to the next column, it emerges that a b kst 19% of the translations have been
evaluated as needing to be edited while the meamasgkept when the translation was not an
attested one. As shown in Example 4, the Full RmasMWE_pris en chardgeas not been
translated by one of its attested translation, thadl the translation proposed, i.e. taken over
has taken the wrong lexical choice.

Example 4

French: [...] la mécanisation et |' automatisatiors geocédés de travail dans |' industrie
manufacturiere ont été prises en chgygela production a la chaine [...]

English SMT Translation: [...] the mechanisation autiomation of working processes in the
manufacturing industry have been taken dwethe production of the chain [...]

Error Annotation path: ph-TNA-REV_PRES-MULT-NONM-NND-INC-SENS-LEX-
NONU-NONPCT
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In the last example, and referring to the last woiwf Table 2, only 8% of the translations
have to be edited when it was not an attestedl|&iams of the Full Phraseme MWE. The Full
Phraseme MWE_en bout de ligilas been translated into at the end of the diné thus
evaluated as needing to be edited with the meamdeing respected because of the use of
Incorrect Words due to an Incorrect Disambiguatelated to the Sense subcategory.

Example 5

French: mais en bout de ligne [...]

English SMT Translation: but at the end of the [ing

Error Annotation path: ph-TNA-REV_NONPRES-MULT-NONMONO-INC-SENS-
DESAMB-NONU-NONPCT

It would have been useful to check if the same MW@fipeared several time in the
document to verify the translation consistencyths MWE always translated in the same
way, according to its place in the sentence, dhéosyntactic pattern in which the MWE has
been found? As Blast only allows to search forrecadegories, and that it does not permit to
search for words or patterns, we could not pro¢eedich an investigation.

5 Conclusion

As a first conclusion, we have found that 80% & MWE found in the French text were
translated into MWE in English. As regards to thedseed MWE types, the good translation
rate is acceptable, showing that work has to be doorder to improve it.

As our corpus is not really big, one text of roygh®?,500 words, we want to draw the reader
attention to the fact that this work is a first@stigation of the MWE translation quality. Also,
for some translation error annotations, the ernmogation path was really long and thus some
inconsistencies could arise.

Our second conclusion is then, that we would neexdher tool specifically dedicated to
translation error annotations, with the possibiliyselecting the source text and its target
translation and to assign a translation error typevill help identifying patterns in which
specific translation error categories occur moterof

An extended work will thus consist in specifyingnaw collaborative tool dedicated to
translation error annotation. Finally, a furtherriwovill be dedicated to deeply look at the
guality translation results of the different MWEpgs studied.
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