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Abstract
In this paper we have two goals. First, we want to presenttopéne annotation scheme of the recently released PrageehcEnglish
Dependency Treebank 2.0 related to the annotation of pargoanounit on the tectogrammatical layer of sentence representation.
Second, we introduce experiments with the automatic ifleation of English personal pronotuinand its Czech counterpart. We design
sets of tree-oriented rules and on the English side we carthiem with the state-of-the-art statistical system thaigether results in
an improvement of the identification. Furthermore, we desigd successfully apply rules, which exploit informatioonfi the other
language.
Keywords: personal pronouit, pleonastidt, automatic identification, parallel corpus, corefereresotution

1. Introduction The Czech demonstrative pronotanis usually used to re-
In the majority of cases in English, the prondtiiustrates fer back to a substantial section of a text, hence in this work

nominal anaphora, tending to refer back to another nouty’® have decided t_o focus on the third_person singular pro-
phrase in the text. These cases have been surveyed adlquns as the equivalents (.Jf _the E_nglll_sh)nly. AS men-
part of anaphora resolution research and described e.g. F ned before, the automatic identification of personak pro
(Mitkov, 2002) or (Kutova et al., 2003). However, in a nouns (coreferential or not) in English as well as in Czech
minor but still large enough class of cases, the pronibun plays an importantrole in coreference resolution.

is used in exceptional ways that fail to demonstrate stricy, the present paper, the occurrences of personal prahoun
nominal anaphora and can be used without referring to an¥e igentified using a parallel Czech-English dependency
specific entity. In the present study we investigate mainlyyata collected in the Prague Czech-English Dependency
these occurrences. Treebank 2.0 (PCEDT 2.0) (Haji¢ etal., 2011). The English
Needless to say that the identification of pronouns tyart of PCEDT 2.0 contains the entire Penn Treebank-Wall
nominal expressions constitutes an important componerdreet Journal Section (Marcus etal., 1999). The Czech part
of the process of coreference resolution, which has beeggnsists of Czech translations of all of the Penn Treebank-
found to be crucial in the fields of information extraction \wsj texts. The corpus is 1:1 sentence-aligned. PCEDT 2.0
(Hirschman, 1997), machine translation (Peral etal., 1999 s a collection of linguistically annotated tree structire
and automatic summarization (Harabagiu and Maioranowhich is based on the theoretical framework of Functional
1999). Generative Description (FGD) (Sgall et al., 1967; Sgall,
The English personal pronou can be translated into 1969). The annotation scheme of the PCEDT 2.0 consists
Czech as a demonstrative prondor(this / that)or a per-  of three layers: morphological, analytical and tectogram-
sonal pronounin singulam /ona/ono (he /she/itsince  matical. In the present study, we will mostly pursue the

English third person singular pronouns are distinguishedectogrammatical layer (i.e. underlying structure).
according to animacy and gender, whereas Czech third per- _ _ _
son singular pronouns are used to identify grammatical genthe goal of this work is to use the benefits of the manually

der only. annotated parallel data in PCEDT 2.0 to construct a tool to
determine anaphoricity of or its Czech counterpart, even

(1) Vezmu si to. on the automatically analyzed data. Furthermore, our long-

| will take RFLX it. term objective is to improve the coreference resolution us-
9 will take it ’ ing bilingual parallel data not only from PCEDT 2.0, but

also from much larger parallel corpus CzEng 1.0 (Bojar et

(2) (Ono) Jetézké v dobé krize sehnapraci. al., 2011).
(It) s difficult in times ofcrisisto get job. _ _ _ _ _
‘It is difficult in times of crisis to get a job. This paper is organized as follows. The Englisland its

Czech equivalent classification is described in Section 2.

(3) SpolecnosFauldinguvedla,ze (ona) vlastni Section 3. provides a brief survey of related work. Sec-
Company Fauldingsaid, that(shg owns tion 4. presents the data we use for our system development.
33 % akcii spolecnostMoleculon. Description of the experiments for English and Czech is
33% ofvoting stock ofcompany Moleculon. given in Section 5. and Section 6. Section 7. follows with
‘Faulding saidit owns 33% of Moleculon’s voting the use of the parallel data. In Section 8., conclusions and
stock. ideas for future work are presented.
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2. Theoretical Background

There have been several usedtdh English identified in
the literature (Quirk et al., 1985; Sinclair, 1995; Swan,
1995). In FGD, we distinguish five basic types of personal
pronounit according to their function. They are described
by the examples below:

(13) Janarada pece. Dnes @,
Jane gladly bakes.Today(she)
upekla jable€nykolac.
baked sq¢.reM apple  pie.
‘Jane likes to bake. Today she has baked an
apple-pie.

1. Theanaphoric it refers to a preceding noun denoting 2. Thegeneral subjectdoes not refer to any concrete en-

an inanimate entity or a not personalized animal.

(4) 1boughtanew hat but my husband did not like
it.

2. Theanticipatory it anticipates on a part of the sen-
tence which appears later in subject as well as in object
position:

(5) Itis no good bothering aboiit
(6) It is feared that the ship was wrecked.

3. Thedeictic it belongs to deictic personal pronouns in
general. It is used for deixis out of the language. The
deictic pronoun as well as the copula verb must be in
morphological agreement with the entityrefers to.
The need of number agreementis typical of the deictic
it.

(7) Isit your suitcase (over there)?
4. Theexclamativeit is also used in deictic contexts but

it refers to a situation implicitly known in the discourse
rather than immediately to the given entity:

tity; it has a general meaning, so it can be omitted in
the surface structure.

(14) S rizikemse @  pocita.
With risk RFLX (one)counts sq.

‘Risk is counted in. (One counts risk in.)’

. The unspecified subjectdenotes an entity more or

less known from the context which is however not ex-
plicitly referred to.

(15) @ Hlasili tov radiu.
(They)Announced . pr,. anr it onradio.
‘It was announced on radio. (They announced
it on radio.)’

4. Thenull subject does not refer to any entity in the

real world. It is neither phonetically realized, nor can
be lexically retrieved. In this case the predicate is an
impersonal (weather) verb.

(16) Zitra @ bude oblatno.
Tomorrow(it) will . s cloudy.

‘Tomorrow it will be cloudy.’

(8) (Knock knock knock...) I’ s me, open the For the coreference resolution purpose, the personal pro-
door!” noun distinction is simplified toreferential and non-

referential. ~ As shown in (Evans, 2001; Nguand
5. Theprop it has little or no semantic content. It occurs Seveikova, 2011), the automatic identification of other
in clauses which do not require any subject. It is typ-tyPes has a poor accuracy because of its low occurrence.
ically clauses signifying time, atmospheric conditions The non-referentiat is also referred to ason-anaphoric
and distance where the copula verb to be is regarded(Mitkov, 2002), pleonastic (Lappin and Leass, 1994) or
prop it (Quirk et al., 1985).
We adopted the categorization from the PCEDT 2.0 anno-

(9) Itis notfarto New York.
tation, which is as follows:

(10) Itis5 o’clock.
(11) It is our wedding anniversary next month. ~ anaphoric — English anaphoric and anticipatdtyand its
(12) Itis Sunday equivalent Czech anaphoric unexpressed implicit third

person singular subject.

In Czech, itis natural to drop out personal pronouns in subnon-anaphoric — English deictic and exclamative and

ject position of the clause. An overt subject pronounindi-  Czech deictic unexpressed implicit third person sin-

cates an emphasis of the speaker. Nevertheless the unex- gular subject.

pressed subject pronoun can be understood from the verb

morphological information thanks to its morpheme thatpleonastic — English propit and Czech unexpressed gen-

identifies person, number and in some cases also génder. ~ €ral and null subject.

In Nguwy and Seveikova (2011) four types of unexpressed

subjects are distinguished: 3. Related Work

Pleonastic pronouns have been resolved in a number of re-

1. Theimplicit subject most often stands for an entity search on anaphora resolution. Lappin and Leass (1994)'s
already mentioned in the text or can be deictic. and Denber (1998)’s algorithm is based on pattern recogni-

tion, e.g. ‘It is{a modal adjectivpthat’. Paice and Husk

'Gender is recognizable in past participle form of verbs only (1987)'s approach improves the pattern-matching process
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by constraints. As an illustration, a pronoitifis identified Q o
as non-referential if it occurs in the sequence ‘it ... that’ oo, rof T ref
Evans (2001) proposes a machine learning based system for

the automatic classification @f which attempts to classify

it for different usages such as nominal anaphoric, clause 8o
anaphoric, idiomatic, pleonastic and others. However, the VBZ
system reports a high accuracy only on classifying pleonas- j
tic and nominal anaphorit. The reason is simple, the fea- It jand .
. .. . Sb  [Coord AuxG
tures used in the training process are most appropriate for PRP[CC .
classification of pleonastic instances, and other typeat of /
occur quite rare. imaginative funny
In recent years the study of pleonastiédentification has fhom_Co s Priom_Co i
shifted toward different machine learning methods such as / j
using support vector machines in (Litran et al., 2004) er us often fiktivni  /humorné
ing a Bayesian network in (Hammami et al., 2010). Char- A Alr_Co ' Atr_Co
niak and Elsner (2009) detect non-referenitiah a unsu- /

pervised generative model. The detection of non-refezknti Casto

pronouns using counts from web-scale N-gram data is de- de

scribed in (Bergsma and Yarowsky, 2011). ¢

For a task related to ours, a parallel corpus is used in (Ca-

margo de Souza and Orasan, 2011). Camargo de Soufgure 1: An example of parallel Czech-English a-trees
and Orasan present a coreference resolution system for PePresenting sentenct's imaginative and often funrgnd
tuguese trained on an English-Portuguese parallel corpud€ to fiktivii a ¢asto humoré dlko.

The noun phrase coreference chains are identified thanks to

the projected English coreference chains, which have been

obtained from an English coreference resolver. Mitkov andency lexicon. This representation draws on the framework

Barbu (2002) develop a bilingual pronoun resolution sys-y¢ the Functional Generative Description.

tem for English and French using an English-French partpe p_javer (phrase-structure layer) contains the original
allel corpus, which benefits from the gender distinction ofpann Treebank annotation.

it in French and from the performance of the English algo-
rithm. 4.2. Fully Automatic Annotation

In our study we use both manually annotated PCEDT 2.0

4. Annotated Data data and the same data automatically analyzed within the
PCEDT 2.0 contains 2312 documents annotated at the teGreex frameworkZabokrtsky, 2011).
togrammatical layer of Czech and English. Altogether, theyTreex is a multi-purpose open-source framework for de-
consist of 49 208 pairs of sentences. Personal proitoun veloping Natural Language Processing applications, which
has been annotated manually in all this data, independentjyrovides a wide range of integrated modules, such as tools
in Czech and English part of the corpus, with the automatidor sentence segmentation, tokenization, morphological
word-alignment done afterwards (Marecek et al., 2008), in analysis, part-of-speech tagging (Spoustova et al., 2007
cluding the alignment between nodes of the tectogrammathallow and deep syntax parsing (McDonald et al., 2005),
ical layer. named entity recognition, anaphora resolution and others.

) For our development we have the tokenized plain text from

4.1. Layers of Annotation the PCEDT 2.0 of both languages as an input. Then we
The PCEDT 2.0 annotation consists of multiple linguisti- apply all possible tools in Treex to get them annotated at all
cally motivated layers: layers. After that we used the automatic alignmenttool. An
The m-layer (morphological layer) captures the surface example of the final alignment of Czech gold and automatic
form of the sentence with words automatically part-of-and English gold and automatic data at t-layer is shown on
speech tagged and lemmatized. Figure 2.
The a-layer (analytical layer) represents the surface syn-
tax (a parse). The syntactic dependencies are provide#3. Quantitative Properties
with labels that carry the usual syntactic information;. e.g Thanks to the PCEDT 2.0 features mentioned in previous

‘subject’, ‘attribute’ or ‘predicate complement’. Figufe section we could easily distinguish three basic typesiof
presents the visualization of an analytical sentence repreyur corpora:
sentation.

T el e g o o subypes ranmicaland ol (P
. . . . ! ?L991).Grammatical coreferenceoccurs if the antecedent can be

mar_mcs, in the form of semantic Iabell_ng_, coreference r'€Sigentified using grammatical rules and sentence syntactictsire

olutior? and argument structure description based on a Vate.g. reflexive pronouns usually refer to the subject of thase),

whereagextual coreferenceis more context-based (e.g. personal
2Within the theoretical framework of FGD, coreference is di- pronouns).
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tiree ttree .
zone=en_ref zone=cs_ref
ﬁ;/e.enuno g vztahovat_se
PRED v:fin PRED v:fin
has nevztahuje
g —~
#PersPron event bearing #Neg jak ten nakazit_se sila
ACT n:subj PAT n:obj RHEM x;~ MANN adv ,© ACT n:1 PAT n:na+4
It / bearing Nijak to silu
no orce #PersPron dnesni pracovni
RSTR n:attr RSTR n:on+X RSTR adj:poss ' RSTR adj:attr RSTR adj:attr
no force nasi dnesni pracovni
#PersPron work today
APP n:poss / RSTR n:attr ' TWHEN n:attr
our work today
(&} e..
t-tree t-tree ..
zZone=en_src zZone=cs_src
%&nunc vztahovat_se.enunc
PRED v:fin PRED v:fin
has \\ / nevztahuje
p o)
#PersPron event /bearing 7 sila

orce nijak ten
/LOC n:on+X TWHEN adv - ACT n:1 / PAT n:na+4

ACT n:subj PAT n:obj
It / bear'iV j force Nijak to / silu

no #PersPron work today #PersPron dnesni pracovni
RSTR n:attr APP n:poss RSTR n:attr  TWHEN n:attr APP adj:poss RSTR adj:attr RSTR adj:attr
no our work today nasi dnedni pracovni

Figure 2: An example of gold parallel Czech-English t-trakgned with automatic ones ([left to right, top to bottom]:
English gold tree, Czech gold tree, English automatic @@zech automatic tree) representing senteitdess no bearing
on our work force todagndNijak se to nevztahuje na naSi dnépracovri silu.

anaphoric — having a t-lemma substitutéPer sPr on pleonastic — a generated node having a t-lemma substitute
(artificial t-lemma for overt and unexpressed personal #Gen (artificial t-lemma for grammatical ellipsis of an
pronourd), an a-lemmad t and a link pointing to its obligatory argument - general argument) or not having
antecedent. its own t-node on a tectogrammatical layer.

non-anaphoric — having a t-lemma substitute Table 1 shows occurrence frequencies of anaphoric, non-
#PersPron and an a-lemma t, but not hav- anaphoricand pleonastic pronation the English side and
ing a link pointing to its antecedent. its counterparts on the Czech side of the PCEDT 2.0 sub-

sets, we used for experimenting (see the following section)

pleonastic — not having its own t-node on a tectogrammat-

ical layer. Dev data Eval data
English Czech| English Czech
Their Czech equivalents are as follows: anaphoric 2053 4599 1932 3954
anaphoric — a generated node representing third per- non-anaphoric 652 19 425 16
phoric — a g = fep 9 PE Hleonastic 396 349| 393 293
son singular pronoun having a t-lemma substitute
#Per sPr on and a link pointing to its antecedent. Table 1: Personal pronotinnumber in PCEDT 2.0

non-anaphoric — a generated node representing third per-
son singular pronoun having a t-lemma substitute\ye getected 911 occurrences of English anapliprichich
#Per sPron, but not having a link pointing t0 its an- a5 4 Czech equivalent as a demonstrative prorban
tecedent. (to); 3085 English non-pleonastit having an equivalent
Czech personal pronoun; 11 English pleonastilcat has a
3#tPer sPr on also stands for textual ellipsis - obligatory ar- Czech pleonastic equivalentand 10 Czech pleonistith
guments of a governing verb / noun. an English pleonastic corresponding node; 81 English and
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21 Czech anaphorit that refers to a clause or a sequences (17) It doesn’ttake much to provoke an intense de-
of sentences. bate.

4.4. Experimental Data Subsets 2. The verb'slemmaibeand there are a subject comple-
In the experiments we used sections 00 — 10 of PCEDT 2.0 ment expressed as a predicate nominative or a predi-
as a development data and sections 11 — 19 for final evalua-  cate adjective and a subordinate clause.

tion of proposed methods. The development data were not

only aimed to be an inspiration for rules’ design but their (18) It is easy to see why the ancient art is on the
English side was used for training the bunch of parameters, ropes.

as well (see Section 5.2.).

o . (19) It's a shame their meeting never took place.
5. Resolution in English

For the English part of our work we have developed some 3. The verb is an active cognitive verappear / follow /
hand-written rules on gold data. On automatically analyzed = matter / mean / seenor a passive cognitive verb (be-
data we have integrated the state-of-the-art system NADA  lieve / expect/ note / recommend / say / think) and has
and used it as our baseline. Then we have applied and ex- a subordinate clause.

tended the rules to improve it.

) (20) Before the sun sets on the '8@isseems noth-
5.1. Experiments on Gold Data ing will be left unhocked.
The rules applied on gold data are based on the grammati-
cal, surface and deep syntactic information. Therefoes, th (21)
are able to detect the pleonastidut they hardly capture
non-anaphorid, which commonly requires the wider con-

text or out-of-text information.

It can be said that the trend of financial im-
provement has been firmly set.

Thenitis a pleonastic instance.

Thanks to the tectogrammatical tree structure, the pleona%_he condition 1 and 2 are further modified to prevent error

tic it identification on gold data is quite simple. In con- . . ;
trast to the Czech task, we do not limit ourselves to theSases, wheri has been misannotated to be a child of other

it-subjects only, because the corresponding Crech to node than the verb in condition 1 or the subordinate clause

object is always referential, whereas the English one can be ads_ubttre_e of t?ft.SUb%eCt complement instead of the main
also pleonastic. The proposed algorithm is as follows: predicate in condition <.

For all personal pronounis having a verb as its parerit,

; . . NADA system
one of the following conditions is true: y

The NADA system (Bergsma and Yarowsky, 2011) is the
1. The verb s active and has a predicate of a subordinatgiate-of-the-art tool for anaphoricity determination af-E
subject clause annotated as its Actor. glishit. Following the lexical and web count features, ev-
ery occurrence at is assigned a probability of being refer-
2. The verb is passive and has a predicate of a subordéntial with a previously-mentioned entity. After having se
nate subject clause annotated as its Patient. the decision boundary (by default, itis 0.5), the occuresnc
_ . can be binary classified as anaphoric and non-anaphoric.
3. The verb's lemma isnakeand got a predicate of a The indisputable advantage of NADA is that the input does
subordinate subject clause annotated as its Patient. ot have to be linguistically pre-processed at all, it ateep
is the case ofmake it (easy / hard/ etc.) to a surface text. Moreover, no linguistic analysis is being
performed inside the tool. It makes NADA very simple and
quick. On the other hand, if the rich linguistic annotatisn i
5.2. Experiments on Automatically Analyzed Data available, it cannot exploit it.
As this software is freely available, we were able to in-

:;ih?]riitt’Ittsa?[fi;eosr?llvg?nlglt?\?;t;s:g;?rgorlgvdeattseaéiguZen_tegrate it into the Treex framework and combine the tree-
gn. y P P SYN-0 iented rules with the estimates produced by NADA.

tactic parser. Therefore, we have experimented with the
NADA system and some other rules on automatically anagompination of NADA and rules
lyzed data.

Thenit is a pleonastic instance.

By combination of the statistical system working on a sur-
face level and tree oriented hand-crafted rules we aimed to
Because of the unreliability of automatically annotated ac exFract t.he best fr_om both approaches. We decu_jed to make
a linear interpolation of the features, which consistedvef e
tants, we have to change the rules used on gold data. The . . : L .
. efy single rule in the previous approach, their disjunction
approach works as follows: . i .
S . and quantized values of NADA probability estimates. The
For all personal pronouni, if it has a verb as its parent
. - . } parameters have been learnt from the development data us-
and one of the following conditions is true: ; . s
ing a maximum entropy classifiér.

Rule-based system

1. The verb’s lemma ibe / become/ make / taked has
an infinitive among its children. “We employed the Perl moduld : : MaxEnt r opy
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5.3. Evaluation

6.1. Experiments on Gold Data

As we stated in Section 5.2., NADA is a hinary classifier Our heuristic procedure for identifying unexpressed im-

distinguishing between anaphoiitcand the other types.
Since PCEDT 2.0 differentiate between 3 type# oih or-

plicit subject occurrences (anaphoric and non-anaplfitdric
is based on constraints. We eliminate cases, where it is an

der to successfully combine NADA with the designed rulesovert subject, an unexpressed general subject or null sub-
two of these classes must be merged into one. We corject. The procedure works as follows:

ducted experiments with 2 of 3 possible binarizations. The=or all third person singular verb#, all of the following

one with a merged class of anaphoric and non-anaphoriconditions are true:

was left out as our central target is to be able to distinguish
between these two classes.

The binarization with a joint class of non-anaphoric and
pleonastic (NON-ANAPH+PLEOQ) as a class of positive in-
stances accords with the way NADA was meant to be used.
The overall results assessed in terms of accuracy as well as

precision, recall and F-score measured on the positive clas 2-

can be seen in Table 2.

NADA alone achieves a score similar to accuracy of 86%
reported in (Bergsma and Yarowsky, 2021)n compari-
son, relying just on the designed rules cannot compete with
NADA, suffering mostly from a low coverage of the rules,
reflected in a low value of recall. Even on the gold data
the rules perform slightly worse mostly because they were
tuned to describe just pleonastic occurrences. Combimatio
of the statistical system and rules seemed to be promising.
However, we register only a slight improvement of the suc-
cess rate compared to NADA used separately.

The classes of anaphoric and non-anaphoric (mostly deic-
tic and referring to a larger segmeiit)are alike in terms

of referring to something, opposed to its pleonastic us-
age. Moreover, we constructed the rules to fit the class

of pleonastic occurrences mainly, which suggests a bet- -

ter score than in case of the above-mentioned binarization.
Following experiments are carried out with pleonastic
(PLEO) being a positive class.

The score of NADA alone in this configuration is surpris-
ingly better, even though it was not supposed to be eval-
uated in this way. The values of precision and recall on
a positive class changed, apparently due to changes in the
distribution between positive and negative instances. As
opposed to the previous configuration, the pure rule-based

1. There is no overt subject, that is:

(a) There is no overt subject represented by a word.
(b) There is no subject subordinate clause.

There is no unexpressed general subject, that is:

(@) The verbis not a part of the phrakevicet / slySet
/ citit ((It) is seen / heard / felt)

(b) The verb is not a part of the phradsee / Je maré
[ Je nutre ((One) can / (It) is possible / (One)
needs)

(c) The verb is not a reflexive passive, because a
third personal singular reflexive passim often de-
termines a general subject.

(d) The verb has no aw ending, because the end-
ing indicates a third personal neuter verb and it
seems, a third personal neuter verb often impli-
cates an instance of a general subject.

There is no null subject, that is:

(&) The verb is not an impersonal (weather) viedy
nat se / prSet / zat se / ddit se / oteplovat se /
ochladitse / it se / alezet (be about/rain/ seem
/ do well / get warmer / get colder / happen / de-
pend)

(b) The verb is not a part of the phradde o ((It) is
about)

system outperforms NADA in accuracy here, also reach:I'hen there will be added a generated personal pronoun.

ing a higher precision, which can be justified by the fact6
that the rules were tailored to recognize the pleonastic oc-"

2. Experiments on Automatically Analyzed Data

currences. The combination of both approaches results ifihe algorithm for anaphoric and non-anaphdtidden-
the best accuracy of almost 90%, outperforming both of thdification on automatically analyzed data is extended by

components if used alone.

adding conditions to prevent errors that appear in the au-

tomatic annotation.

6. Resolution in Czech

For all third person singular verbf, all of the following

conditions are true:

Because of the Czech phenomena of subject absence, we

attempt to identify the instances of predicates, to which a 1. There is no overt subject, that is:

personal pronoun will be generated as a substitution of the
unexpressed subject. First we apply hand-written rules on
gold data, secondly the same rules in automatic data. Then
the rules are improved and added by information from En-
glish automatic data (see Section 7.).

SRecall that NADA does not require any linguistic annotation
so it achieves the same score for the manually as well as the au
matically analyzed data.
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(&) There is no overt subject represented by a word
unchanged

(b) There is no subject subordinate clause. The same
condition on gold data was true, when the head
of the subordinate clause was a finite verb having
functor Actor. The new condition was true for fi-
nite verbs having functor Actor or Patient, because
of the functor misannotation.



NON-ANAPH+PLEO PLEO
A P R F A P R F
EN: Majority class 70.30 - - - | 85.75 - - -
EN: Rules-gold 83.76 99.31 39.15 56.1694.67 90.31 68.68 78.08
EN: Rules-autom 76.31 73.24 3190 44.4487.54 56.90 51.66 54.16
EN: NADA 83.86 81.10 59.51 68.6586.19 51.00 78.01 61.68
EN: NADA + Rules-autom| 84.44 78.61 65.40 71.4089.83 71.88 47.06 56.88

Table 2: The results of evaluation of all tested systemdudtiog two types of evaluation (NON-ANAPH+PLEO and
PLEO). Quality of the systems was measured on the Evalud#tain terms of accuracy (A), precision (P), recall (R) and
F-score (F). Majority class system corresponds to asgigamimajority class to all candidates.

(c) Ifthe verbis active, then it has no Actor among its

7. Exploiting the Parallel Corpus

children. This condition prevents errors in auto- |, the experiments so far, the proposed rules have employed
matic subject annotation in the Czech part, where s that |anguage side of the corpus, which they were con-
the overt subject was misannotated as other partgy,cted for. We attempted to exploit the parallel nature of

of-speech. the PCEDT 2.0 corpus by designing rules that look also at
(d) Ifthe verb is passive, then it has no Patient amonghe other side.
its children (subject error prevention). In general, information from the English side of automati-

cally analyzed trees tends to be more reliable than the one

2. Thereis no unexpressed general subjamchanged

from the Czech side. Particularly, it confirmed to be true

3. Thereis no null Subjeet unchanged fOI’ EnglISh rUIeS, Wh|Ch Used the CZeCh data. SUCh I’uleS

had no effect when they were combined with other rules
Then there will be added a generated personal pronoun. for English.

6.3. Evaluation

On the other hand, in the opposite direction we designed
the following rules:

Contrary to the English task, where all personal pronoungq g third person singular verb, all of the following
it are presented on the surface sentence and we attemptdg,gitions is true:

identify occurrences to be hidden on the tectogrammatical
layer, the Czech target is detecting dropped third person 1.
singular pronouns in the subject position in order to expres

it on the tectogrammatical layer.

We use the binary classification of unexpressed third
pronominal singular subject:

e referential — anaphoric and non-anaphoric dropped 2.
pronoun in the subject position having a generated
node and being a child of the predicate.

e non-referential — pleonastic pronoun not being ex-
pressed either on the surface sentence or on the tec-
togrammatical layer.

There is another difference between the English task and
the Czech task. Whereas a non-pleonastic pronoun for the
English part means an anaphoric or non-anaphooaly,

a non-pleonastic pronoun for Czech is an anaphoric or non-
anaphorihe / she / it The reason lies on the gender differ-
entiation of non-animal nouns and the use of gender differ-
entiated pronouns to refer to them in Czech.

The rules on Czech data were implemented to suit the task:
looking for a referential/implicit unexpressed subjectlan
generating a tectogrammatical node for it. The scores of
both systems are shown in Table 3.

Applying the rules on automatically analyzed data gives a
perceptibly lower result than the rules on gold data. Itis no
surprising because on automatically analyzed data theé over
subject is often misannotated as an object or other part-of-
speech and vice versa. The subject subordinate clause is
not straightforwardly recognizable, too.
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The corresponding English verb has no non-

pronominal subject. This condition prevents errors in

automatic subject annotation in the Czech part, where
the overt subject was misannotated as other part-of-
speech.

There may be an unexpressed implicit subject, that is
one of the following conditions is true:

(a) Conditions 1 — 3 on automatically analyzed data
are true.

(b) The corresponding English verb hases/ shesub-
ject. This condition helps to detect cases, where
the Czech conditions wrongly identified the exis-
tence of an overt subject. See error examples be-
low:

(22) Nanoc se vraci doopusténé
At nightRFLX returnsto condemned
budovy, kterounazyvadomovem.
building,which calls  homescr. crror-
‘At night he returns to the condemned
building he callshome.’

(23) Banka FirstUnion, fika,
Banksy— of —says. error FirstUnion, says
manynibalicky prosedmskupin
hasnow package$or sevengroups
zakazniku.
of customers.



‘First Union, he says now has packages 10. References

for seven customer groups.’ Shane Bergsma and David Yarowsky. 2011. NADA: A ro-
] bust system for non-referential pronoun detection.
Then there will be added a generated personal pronoun. Ondrej Bojar, Zden&kZabokrtsky, Ondfej Dusek, Pe-
These turned out to substantially contribute on the final {5 Galustakova, Martin Majlis, David Maretek, iJif

quality of the whole rule-based system thanks to the infor- \argik, Michal Novak, Martin Popel, and Ale$ Tam-
mation about English corresponding personal prondins  chyna, 2011. Czeng 1.0.

/'shethat are expressed on the surface sentence and sulssg Guilherme Camargo de Souza and Constantin Orasan.
jects, because the subject of an English clause can be alsosq11.  can Projected Chains in Parallel Corpora Help
detected easier. Table 3 shows that if we include these inter g reference Resolution? naphora Processing and

language rules, the accuracy increases by almost 3.5% ab'AppIications pages 59-69. Springer.

solute. Eugene Charniak and Micha Elsner. 2009. EM works for

pronoun anaphora resolution. Boceedings of the 12th
Conference of the European Chapter of the ACL (EACL

ANAPH+NON-ANAPH

_ A P R F 2009) pages 148-156, Athens, Greece, March. Associa-
CZ: Majority class | 86.58 - = - tion for Computational Linguistics.
CZ: Rules-gold 98.79 92.89 98.39 955

Michael Denber. 1998. Automatic Resolution of Anaphora
in English. Technical report, Eastman Kodak Co, Imag-
ing Science Division.

Table 3: The results of evaluation of rule-based systems fo'rQiChard Evan_s. 2001_', Ap.plyingl machine 'earf“”g .toyvard
Czech. Configuration “Rules-autom+EN” shows an impact 2" automatic classification of iLiterary and Linguistic

of adding rules that use the English side Com!:_)ijting 16(1.).145 - 57. . ) .
Jan Haji¢, Eva Hajitova, Jarmila Panevova, Petr S,

vie Cinkova, Eva FutCikova, Marie Mikulova, Petr Pa-
jas, Jan Popelka, Jifi Semecky, Jad®iadlerova, Jan
) Stépanek, Josef Toman, Zdehka Ure$ova, and Zdengk
8. Conclusion Zabokrtsky. 2011. Prague Czech-English Dependency

In this paper we have presented the annotation of per- Treebank 2.0. i ) i

sonal pronourit in the recently released Prague Czech->0Uha Mezghani Hammami, Rahma Sallemi, and
English Dependency Treebank 2.0. We have analyzed its L@mia Hadrich Belguith. 2010. A bayesian classifier for
occurrences in both languages and developed rule-basedthe |dent|f|cat|pn of non-referential pronouns in arabic.
approaches to automatically identify the Czech and English !N In Proceedings of the 7th International Conference
it types. On the English side we also combined these tree- O Informatics and Systems- INFOS 20fiiges 1-6.
oriented rules with the statistical state-of-the-arteysfor ~ Sandra M. Harabagiu and Steven J. Maiorano. 1999.
this task, which improved the success rate on resolution of Knowledge-Lean Coreference Resolution and its Rela-
pleonastic occurrences. tion to Textual Cohesion and CoherenceTlre Relation
Furthermore, we successfully exploited the parallel ratur  ©f Discourse/Dialog Structure and Reference .
of the PCEDT 2.0 corpus and employed the English data iynette Hirschman. 1997. MUC-7 Coreference Task Defi-
the task of Czeclt identification. nition. _ o 5 ]

In the future work, we plan to develop new rules and in-Lucie Kucova, Veronika Kolafova, Zden&kabokrisky,
tegrate machine learning methods in a greater extent. In Petr Pajas,vam,j Oll\{eﬁ_ulo. 2,003. Anotovani korefer-
addition, we would like to apply such system along with a €NC€ V prazském zavislostnim korpusu. Technical Re-
coreference resolver to the much larger automatically ana- POrt TR-2003-19UFAL MFF UK, Prague, Prague.

lyzed parallel corpus CzEng 1.0 (Bojar et al., 2011). weShalom Lappin and Herbert J. Leass. 1994. An algorithm
hope the self-training on larger data together with a richer for pronominal anaphora resolutio@omput. Linguist.
rule-/feature-set to increase the quality of coreferemse+ 20(4):535-561, dec.

lution. José Carlos Clemente Litran, Kenji Satou, and Kentaro
Torisawa. 2004. Improving the identification of non-
anaphoric it using support vector machinesPloceed-
ings of the International Joint Workshop on Natural Lan-
This work has been using language resources developedguage Processing in Biomedicine and its Applications
and/or stored and/or distributed by the LINDAT-Clarin JNLPBA 04, pages 58-61, Stroudsburg, PA, USA. As-
project of the Ministry of Education of the Czech Republic ~ sociation for Computational Linguistics.

(project LM2010013). This work has been supported by theMitchell P. Marcus, Beatrice Santorini, Mary Ann
Czech Science Foundation under the contract 201/09/H057 Marcinkiewicz, and Ann Taylor. 1999. Treebank-3.

and by the grant GAUK 4226/2011. The authors wouldDavid Maretek, Zdenékabokrtsky, and Vaclav Novak.
like to thank prof. Eva Hajicova, assoc. prof. Zdenék 2008. Automatic Alignment of Czech and English Deep
Zabokrtsky and the anonymous reviewers for their valuable Syntactic Dependency Trees. Rroceedings of the
comments and suggestions to improve the paper. Twelfth EAMT Conferen¢cpages 102—-111.

CZ: Rules-autom 87.68 5297 73.34 61.5
CZ: Rules-autom+EN 91.08 64.20 75.87 69.5
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