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Abstract

For the task of online translation of scientific video lectures, using huge models is not possi-
ble. In order to get smaller and efficient models, we perform data selection. In this paper, we
perform a qualitative and quantitative comparison of several data selection techniques, based
on cross-entropy and infrequent n-gram criteria. In terms of BLEU, a combination of transla-
tion and language model cross-entropy achieves the most stable results. As another important
criterion for measuring translation quality in our application, we identify the number of out-of-
vocabulary words. Here, infrequent n-gram recovery shows superior performance. Finally, we
combine the two selection techniques in order to benefit from both their strengths.

1 Introduction

With the continuous growth of available bitexts and research advances of the underlying tech-
nology, statistical machine translation (SMT) has become popular for many real world tasks.
The most common approach is still the phrase-based paradigm (Koehn et al., 2003), that pro-
vides an efficient framework with good translation quality for many language pairs.

This work focuses on the application of SMT to the task of translating scientific video
lectures. Online scientific video lectures are becoming increasingly popular, e.g. in the context
of massive open online courses (MOOCs). Being able to provide high quality automatic trans-
lations for this kind of technical talks could, e.g., prove beneficial to education at universities,
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sharing technical knowledge and connecting researchers around the world.

With today’s large amounts of available data for SMT training, selecting the most valu-
able portions can be crucial to obtain good performance. First, for the practical task of online
translation, using huge models is inefficient and can render real-time translation impossible,
especially on mobile devices. The use of smaller training data leads to faster and more space-
efficient translation systems. Secondly, selecting the data that is most relevant to the domain
at hand, e.g. scientific lectures, can have a significant impact on translation quality. This is
why we look for approaches that get or adapt small and efficient models. The task of adapting
a translation system to perform well on a specific type of language is called domain adapta-
tion and will be discussed in Section 2. One of the prominent branches of domain adaptation
research is data selection.

In this work, we perform a qualitative and quantitative comparison of several data selection
techniques based on two oppositional criteria, cross-entropy and infrequent n-gram recovery.
While the cross-entropy criterion selects sentences that are most similar to a given domain,
infrequent n-gram recovery puts the emphasis onto adding new information to the translation
system. Our results show that in terms of BLEU, a combination of translation and language
model cross-entropy achieves the most stable results.

However, for the task of translating scientific lectures, the number of out-of-vocabulary
(OOV) words is also an important criterion to evaluate translation quality. Although in our
experiments OOV words make up only a small portion of the data and thus have no visible
effect on BLEU, we show examples where it does impact the translation quality as perceived by
humans. With respect to the OOV rate, infrequent n-gram recovery has strong advantages over
cross-entropy based methods.

Finally, we propose to combine the data selected with two different approaches in order to
benefit from both new information provided by infrequent n-gram recovery and domain-related
distribution.

The paper is organized as follows. We will discuss previous research on domain adaptation
in Section 2 and provide a detailed description of the data selection techniques in Section 3.
Section 4 gives an account of the statistical translation system used in our experiments. Finally,
the experimental setup and results are discussed in Section 5 and we conclude with Section 6.

2 Domain Adaptation

Domain adaptation can be performed in different ways: using lightly-supervised approaches,
model combination/update or data selection.

2.1 Lightly-supervised approaches

A common way to adapt a statistical machine translation model is to use lightly-supervised ap-
proaches. These approaches aim to self-enhance the translation model. This was first proposed
by Ueffing (2006) and refined by Ueffing et al. (2007). The main idea is to filter the translations
with the translated test data. This process involves a confidence measure in order to select the
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most reliable data to train a small additional phrase table (PT). The generic and the new phrase
tables are used jointly for translation, which can be seen as a mixture model with one specific
PT built for each test set.

The lightly-supervised training approach proposed by Schwenk (2008) does not adapt the
model to the test data, but it proposes to add large amounts of monolingual training data trans-
lated using a completely new model. Lambert et al. (2011) enhanced this approach by using the
translations of monolingual data in the target language.

2.2 Model combination and update

One way to adapt MT models is to combine translation models. Models can be combined
using the mixture-model approach, a log-linear combination or through incremental learning
approaches.

To obtain a mixture of domain-specific models trained on several different domain-specific
corpora, they can be combined using a log-linear or a linear approach (Foster and Kuhn, 2007;
Civera and Juan, 2007). The standard log-linear model may be used to combine some domain-
specific models (Koehn and Schroeder, 2007). In the same way target language models may
be combined using a log-linear or a linear combination (Schwenk and Koehn, 2008). Sennrich
et al. (2013) proposed to combine different specific parts of the phrase-table during translation
leading to a multi-domain adaptation approach.

Niehues and Waibel (2012) compared several incremental approaches, namely the back-
off, the factored, the log-linear and the fill-up (Bisazza et al., 2011) techniques. These ap-
proaches aim at adapting an MT system towards a target domain using small amounts of par-
allel in-domain data. The main outcome of this paper is that all the approaches successfully
improve the generic model and none of them is better than the others. The performances of the
approaches mainly depend on their match to the specific data.

2.3 Data selection

The main idea of data selection is to try to take advantage of a generic corpus by picking out a
subset of training data that is most relevant to the domain of interest.

Two main approaches are used to perform domain adaptation. On one hand, such ap-
proaches use information retrieval techniques and similarity scores. On the other hand, language
models are used associated to perplexity and cross-entropy.

Intuitively, seeking the data closest to the test set is related to information retrieval tech-
niques. Lü et al. (2007) present this approach using the standard measure TF.IDF (Term
Frequency – Inverse Document Frequency) to measure the similarity between the test sentences
and the training sentences. This approach is based on a bag-of-words scheme.

The second approach, based on language models (LMs), was originally proposed by Gao
and Zhang (2002). Here, the generic corpus is scored against an LM trained on a seed of
domain-specific data, and the cross-entropy is computed for each sentence. Then, the same
generic corpus is scored against an LM trained on a random sample taken from itself. Now,
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sentences of the generic corpus are sorted regarding the computation of the difference between
domain-specific score and generic score. At last, the best amount of the sorted data has to be
determined. This best point is found by minimizing the perplexity of a development set on
growing percentages of the sorted corpus.

Moore and Lewis (2010) reported that the perplexity decreases when less, but more appro-
priate data is used. Recent works expand this approach to bitexts (Axelrod et al., 2011; Mansour
et al., 2011).

Approaches like corpus weighting (Shah et al., 2010) or sentence weighting (Matsoukas
et al., 2009; Mansour and Ney, 2012) are not suitable to our translation task because these
approaches can produce huge models by considering the whole data.

3 Cross-entropy based Data Selection versus Infrequent n-gram Recovery

In this section we detail the different approaches experimented with for data selection. On one
hand we process the data selection for both LM and translation model (TM) using cross-entropy.
On the other hand, the infrequent n-gram recovery (Gascó et al., 2012), is explored.

3.1 Language Model Cross-entropy

The LM cross-entropy difference can be used for both monolingual data selection for LM train-
ing as described by Moore and Lewis (2010), or bilingual selection for translation model train-
ing (Axelrod et al., 2011).

Given an in-domain corpus I and an out-of-domain or general-domain corpus O, first we
generate a random subset Ô ⊆ O of approximately the same size as I , and train the LMs LMI

and LMÔ using the corresponding training data. Afterwards, each sentence o ∈ O is scored
according to:

HLMI
(o)−HLMÔ

(o) (1)

where H is the length-normalised LM cross-entropy, which is defined by:

HLM (x) = −
|x|∑
i=1

1

|x|
log pLM (xi|xi−1) (2)

for an LM with a 2-gram order. |x| denotes the number of tokens in sentence x =
x1, x2, . . . , x|x|. It is computed analogously for higher order LMs.

This idea was adapted by Axelrod et al. (2011) for bilingual data selection for the purpose
of translation model training. In this case, we have both source and target in-domain corpora
Isrc and Itrg, and correspondingly, out-of-domain corpora Osrc and Otrg, with random subsets
Ôsrc ⊆ Osrc and Ôtrg ⊆ Otrg. We score each sentence pair (s, t) by the sum of the cross-
entropy differences on both source and target side:

H̄LM (s, t) = HLMIsrc
(s)−HLMÔsrc

(s) +HLMItrg
(t)−HLMÔtrg

(t) (3)
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Note that since the scores in Equation 3 are computed for the source and target separately,
any target sentence t′ whose cross-entropy score is similar to that of t can exchange t and have a
similar score assigned to it by this method. As a result, poorly aligned data can not be detected
by LM cross-entropy scoring only.

3.2 Translation Model Cross-entropy

The IBM-Model 1 (M1) (Brown et al., 1993) is a model used in state-of-the-art SMT systems
for a variety of applications. In this work, we apply M1 scores to achieve adaptation to some
domain specific data. Mansour et al. (2011) extend the formulation by Axelrod et al. (2011),
which is described in Equation (3), by adding the M1 cross-entropy score to the LM cross-
entropy score. The M1 cross-entropy for a sentence pair (s, t) =

((
s1, ..., s|s|

)
,
(
t1, ..., t|t|

))
is

defined as:

H̄M1(s, t) = HM1I (t|s)−HM1Ô
(t|s) +HM1I (s|t)−HM1Ô

(s|t) (4)

where

HM1(t|s) = −
|t|∑
i=1

1

|t|
log

 1

|s|

|s|∑
j=1

pM1(ti|sj)

 (5)

The cross-entropy of the inverse M1 model HM1(s|t) is calculated by switching s and t in
Equation (5).

This metric has several advantages:

• both standard and inverse direction M1 is used, which leads to a more balanced scoring

• it uses cross-entropy difference which has a better correlation with the sample’s similarity
to a specific domain than simple cross-entropy (cf. (Moore and Lewis, 2010))

• M1 is a translation model and thus can capture the translation quality of a given sentence
pair.

We use a linear interpolation of LM and M1 cross-entropy scores for data selection, which
Mansour et al. (2011) have shown to perform best. Such a combination is similar to an SMT
system decoder score, where one combines several model scores including an LM and a TM.
The score of the interpolated metric is defined by:

α · H̄LM (s, t) + (1− α) · H̄M1(s, t) (6)

In our experiments, the value of α is set to α = 0.8, which has proven to perform well
on previous tasks. In the following sections, we will refer to the interpolated metric defined by
Equation 6 as the selection based on translation model (TM) cross-entropy.

3.3 Infrequent n-gram Recovery

The performance of phrase-based machine translation systems relies on the quality of the
phrases extracted from the training samples. Unfortunately, training corpora typically yield
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sparse phrases. This means that those word alignments that appear rarely in the training corpus
cannot be accurately computed and consequently the phrases cannot be properly extracted.

The goal of infrequent n-gram recovery, introduced by Gascó et al. (2012), is to increase
the informativeness of the training set by adding sentences that provide information not seen in
the given training corpus. The sentences selected from a generic parallel corpus (from here on,
referred to as pool) must contain infrequent n-grams, i.e. n-grams that appear less than a given
threshold τ in the training corpus, referred to as infrequency threshold. If the source language
sentences to be translated are known beforehand, the set of infrequent n-grams can be reduced
to the ones present in those sentences.

An infrequency score is defined for the sentences, so that they can be sorted to select the
most informative ones. Let X be the set of n-grams that appear in the sentences to be translated
and w one of them; C(w) the counts of w in the source language training set; and Nf (w) the
counts of w in f , where f is the sentence from the pool to be scored. The infrequency score of
f is defined as follows:

i(f) =
∑
w∈X

min(1, Nf (w)) max(0, τ − C(w))

Z(f , |w|)
(7)

In Equation 7, in order to avoid assigning a high score to noisy sentences with many
occurrences of the same infrequent n-gram, only one occurrence of each n-gram is taken into
account when computing the score. Additionally, a normalization constantZ(f , |w|) is included
in the equation, which will be set to 1 if no normalization is used, or to the number of n-grams
of order |w| in f , i.e. |f | − |w|+ 1, otherwise.

Each time a sentence is selected, the scores of the remaining sentences are updated in
order to avoid the selection of too many sentences with the same infrequent n-gram. However,
since rescoring the whole pool would incur a very high computational cost, a suboptimal search
strategy is followed. The search is constrained to the set of the one million highest scoring
sentences.

In the experiments performed in this work, we will consider n-grams up to order 3 and an
infrequency threshold of τ = 25, values that have proven to perform well in similar previous
tasks. Note that, as mentioned, this selection technique depends on the sentences to be translated
which, for these experiments, are the source sentences from the test set.

3.4 Comparison

In this paper, cross-entropy based and infrequent n-grams based approaches are compared. But
some adjustments need to be made in order to compare them.

Different from the cross-entropy based methods described in Sections 3.1 and 3.2, the
selection based on infrequent n-grams uses knowledge of the actual development and test sets
(described in Section 5). For a fair comparison, we want to see if the cross-entropy based
technique can also benefit from this additional knowledge. To that end, we exchanged the in-
domain training corpus I with a concatenation of development and test set to perform a cross-
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entropy based selection from the out-of-domain data. Here, we denote the development set as
D and the test set as T . We only use the source side of the data, which renders IBM-Model 1
cross-entropy unusable. Thus, we use only language model cross-entropy, modifying Equation
3 by dropping the terms based on the target language. We will refer to this technique as test
cross-entropy:

H̄LM (s, t) = HLMDsrc+Tsrc
(s)−HLMÔsrc

(s) (8)

It should also be noted that the criteria applied for data selection are oppositional between
the cross-entropy and the infrequent n-gram approaches. The cross-entropy based methods se-
lect the sentences that are most similar to a given in-domain data set. The goal here is to use
the most domain-relevant data. On the other hand, infrequent n-gram recovery selects those
sentences that are most different to the data that is already given, trying to provide the transla-
tion system with new information. Therefore, it seems natural to combine the two orthogonal
techniques.

Combined method: We performed additional experiments, where part of the data is se-
lected based on infrequent n-gram recovery and part is selected with TM model cross-entropy.
This way, we hope to benefit from the new information introduced by the first while reinforcing
a domain-specific distribution at the same time. In practice we start with the maximum amount
of data selected by infrequent n-gram recovery. On top of this, we now add increasing amounts
of data selected by TM model cross-entropy, until the full general domain data has been added.

4 Statistical Translation System

We use the standard phrase-based translation decoder from the open source toolkit Jane (Wue-
bker et al., 2012) for all translation experiments. The translation process is framed as a log-
linear combination of models, which is a generalization of the source-channel paradigm intro-
duced by Brown et al. (1993). The decoder searches for the best translation êÎ1 as defined by the
models hm(eI1, s

K
1 , f

J
1 ). It can be written as (Och and Ney, 2004)

êÎ1 = arg max
I,eI1

{
M∑

m=1

λmhm(eI1, s
K
1 , f

J
1 )

}
, (9)

where fJ1 = f1 . . . fJ is the source sentence, eI1 = e1 . . . eI the target sentence and sK1 =
s1 . . . sK their phrase segmentation and alignment.

The feature functions hm include translation channel models in both directions, lexical
smoothing models in both directions, an n-gram language model, phrase and word penalty, a
jump-distance-based distortion model, a hierarchical orientation model (Galley and Manning,
2008) and an n-gram cluster language model (Wuebker et al., 2013). The log-linear feature
weights λm are optimized on a development data set with minimum error rate training (MERT)
(Och, 2003). As optimization criterion we use BLEU (Papineni et al., 2001).
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5 Experiments

In this section we describe the different experiments we made in order to compare between the
approaches.

5.1 The VideoLectures.NET Repository

VideoLectures.NET1 is a free and open access repository of video lectures mostly filmed by
people from the Jožef Stefan Institute (JSI, Slovenia) at major conferences, summer schools,
workshops and science promotional events from many fields of science. VideoLectures.NET
has so far published more than 15K lectures, all of them recorded with high-quality, homo-
geneous standards. VideoLectures.NET is a major player in the diffusion of the open-source
Matterhorn platform2.

VideoLectures.NET has been adopted as the main target repository in the transLectures3

project. The main objective of transLectures is to develop innovative, cost-effective solu-
tions for producing accurate transcriptions and translations of lectures published on Matterhorn-
related repositories. For system development and evaluation purposes, about 27 English lectures
(20 hours) from VideoLectures.NET were manually transcribed and translated into several lan-
guages. In particular, 23 of these 27 lectures (16 hours) were translated into French by profes-
sional translators.

5.2 Data

Our experiments are performed on the task of translating manually transcribed English video
lectures into French. In addition to around 5000 sentence pairs from VideoLectures.NET, we
use the parallel TED talk data provided for the shared translation task of the International Work-
shop on Spoken Language Translation4 as in-domain data. The general domain data consists
of several corpora. The COSMAT scientific thesis abstracts (Lambert et al., 2012) and the
news-commentary-v8 corpus, provided by the ACL 2013 8th Workshop on Statistical Machine
Translation5 (WMT), are directly added to the baseline without instance selection due to their
small size. The large corpora on which data selection is performed, are the Europarl-v7 corpus
(also provided by WMT), the JRC-Acquis corpus (Steinberger et al., 2006) and the Open Sub-
titles corpus6 (Tiedemann, 2012). Data statistics for the complete in-domain and out-of-domain
data are given in Table 1. For the development and test sets we selected four video lectures
each, that were manually transcribed and professionally translated, resulting in a total of 1013
and 1360 sentences for development and test, respectively.

In addition to the target side of the bilingual data, we leverage large amounts of monolin-
gual resources for language model training. These include the Common Crawl Corpus, the 109

French-English corpus, the UN corpus and the News Crawl articles, available from the WMT

1http://videolectures.net
2http://opencast.org/matterhorn
3http://translectures.eu
4http://www.iwslt2013.org
5http://www.statmt.org/wmt13
6http://www.opensubtitles.org
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English French
in-domain Sentences 159K

Running Words 3.1M 3.3M
Vocabulary 49K 63K

out-of-domain Sentences 13.9M
Running Words 175M 179M
Vocabulary 648K 617K

Table 1: Data statistics for the bilingual training data. ’Vocabulary’ denotes the number of
distinct words (i.e. unigrams) that appear in the data.

website. In addition, we use the LDC French Gigaword corpus.7 Altogether, the language
models are trained on 3.1 billion running words.

5.3 Experimental Setup

The baseline system is trained only on the VideoLectures.NET, TED, COSMAT and news-
commentary corpora. For all other systems this data is also used, but is extended by the selected
sentences. In all experiments we use the concatenation of the Europarl, JRC and Open Subtitles
data as the pool for data selection. As in-domain data I for the LM and TM cross-entropy based
selection, we concatenate the VideoLectures.NET and TED corpora. For the test cross-entropy
technique (cf. Section 3.4), these are replaced by the concatenation of the development and
test sets, which is denoted by Dsrc + Tsrc in Eq. 8. Infrequent n-gram recovery is performed
separately for the development and test set. To compare the effectiveness of the different ap-
proaches, we select increasing amounts of data with each technique, starting with 250K source
words and going up to the full data. The selected data is then added to the baseline system and
the models are retrained. However, with infrequent n-gram recovery, the maximum number of
selected source words is 5M. Then, the infrequency threshold is reached and the technique does
not select any more sentences.

For the combined method (cf. Section 3.4), we use this maximum amount of data selected
with infrequent n-gram recovery and gradually add additional portions by TM cross-entropy
selection.

The language models are kept fixed throughout all experiments. We use a 4-gram standard
language model and a 7-gram cluster language model. All results are arithmetic means over
three independent MERT runs to control for optimizer stability and are reported in BLEU.

5.4 Results

The BLEU scores we obtained on the test set with the different data selection techniques are
plotted in Figure 1. The baseline system without any of the additional data already reaches
33.56% BLEU, while the system using all data yields 33.96% BLEU. Using the development
and test data for cross-entropy based selection (test cross-entropy) is clearly not a good idea.
The small amount of training data for the language models that are used to compute the cross-

7http://catalog.ldc.upenn.edu/LDC2009T28
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Figure 1: BLEU scores for the different data selection techniques. The x-axis denotes the num-
ber of selected source words on a logarithmic scale. The infrequent n-gram recovery selects
a maximum of 5M source words, after which the infrequency threshold is reached for all n-
grams. The combined method adds additional sentences selected with TM cross-entropy on top
of these 5M words.

entropy seems to result in very unreliable estimations for the quality of the data. Further, we
can assume that source-only cross-entropy is less stable than complementing it with the target
side. However, as it directly makes use of the test set for data selection, it is quicker to recover
OOVs (cf. Fig. 2). Regarding the remaining techniques, it is hard to draw a clear conclusion.
Due to the small impact of the additional data, all observed values are very close to each other.
Altogether, TM cross-entropy seems to yield the most stable results, where translation quality
increases with the data size. Both LM and TM cross-entropy based selection reach the same
BLEU level as the system using the full data with only 1

4 of the data. TM cross-entropy has a
slight advantage here, reaching 34.00% BLEU. The best result with selecting only 1M sourced
words (0.6% of the full out-of-domain data) is achieved by the infrequent n-gram recovery.
However, we observe a drop at the next data point, suggesting that the subsequently selected
1M words perturb the domain-specific distribution, resulting in a lower score.

As was mentioned, the infrequent n-gram recovery selects a maximum of 5M words, after
which the infrequency threshold is reached for all n-grams. In order to combine this method
with cross-entropy based selection, we kept this maximum selection fixed and gradually added
increasing amounts of data selected with the TM cross-entropy criterion. Again, adding only
a little data yields a decreasing BLEU score. However, after adding an additional 1

4 of the full
data, we reach a score of 34.03% BLEU, which is on the same level as the TM cross-entropy
selection alone.
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Figure 2: Number of words unknown to the translation model for the different data selection
techniques. The x-axis denotes the number of selected source words on a logarithmic scale.

Another relevant measure for the user-oriented translation of technical talks is the the
number of words (i.e. unigrams) that are unknown to the translation decoder, which are left
untranslated. Figure 2 displays the number of these out-of-vocabulary words for each selection
technique. On this criterion, infrequent n-gram selection is clearly superior to the cross-entropy
based techniques. After adding only an additional 500k source words (0.3% of the full out-of-
domain data), the number of unknown words is reduced by 47% from 249 to 132. Using all
data yields a total of 116 unknown tokens in the test set. From the cross-entropy based meth-
ods, selection based on the test set has the best recovery of unknown words, followed by LM
cross-entropy scoring. The combined method obviously benefits from the strong performance
of the infrequent n-gram recovery, but can hardly add any additional words to its vocabulary.

To illustrate the importance of translating unknown words, we have selected two example
sentences from the VideoLectures.NET test set and compared their translations with TM cross-
entropy selection and infrequent n-gram selection in Figure 3. In both cases, 1M words were
selected from the out-of-domain data. In the first example, the English word re-sell is left
untranslated by the system trained with cross-entropy selection, but correctly translated with
infrequent n-gram selection. In the second example, commercialise is left untranslated by the
first and correctly translated by the latter. Here, the translation does also affect the surrounding
words, so that the verb get is translated to aller, which was simply dropped with the TM cross-
entropy method.
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source [...] let’s say that you add some software to an image and you want to
re-sell it, [...]

reference [...] disons qu’on ajoute un logiciel à une image que l’on veut
revendre, [...]

TM cross-entropy [...] disons que vous ajoutez des logiciels à une image et vous voulez
re-sell, [...]

infrequent n-gram [...] disons que vous ajoutez des logiciels à une image et vous voulez
le revendre, [...]

source [...] here’s a great technology, we can commercialise it quickly and
get to an exit.

reference [...] voilà une technologie intéressante, on peut la commercialiser
rapidement et parvenir à une sortie.

TM cross-entropy [...] voici une grande technologie , nous pouvons commercialise
rapidement et à une sortie.

infrequent n-gram [...] voici une grande technologie , on peut commercialiser
rapidement et aller vers une sortie.

Figure 3: Example sentences from the VideoLectures.NET test set. 1M source words were
selected by both the TM cross-entropy and the infrequent n-gram methods.

6 Conclusion

For the task of translating online scientific video lectures efficient and compact systems are es-
sential, as they may need to be applied in real-time or on mobile devices. Selecting only the most
relevant parts of the training data reduces both model size and time and memory requirements
and in previous work has also improved translation quality. Therefore, we compared several
data selection techniques based on cross-entropy and infrequent n-gram recovery criteria for
the translation of English-French video lectures.

As infrequent n-gram recovery uses knowledge of the test set, we also experimented with
cross-entropy selection based on the test corpus for a fair comparison. However, in terms of
BLEU this method did not prove to be competitive with the standard cross-entropy based ap-
proaches. Among the cross-entropy based methods, TM cross-entropy yielded the most stable
results, reaching the same performance as using the entire data by selecting a quarter of it.
However, it has limited capabilities of adding new words to the vocabulary. With respect to the
number of unknown words, infrequent n-gram recovery clearly outperforms the cross-entropy
based methods, which can be expected given its design. We illustrated the importance of re-
covering out-of-vocabulary words for the domain of video lectures on two example sentences.
Finally, by combining the two approaches, we achieve the best results both in terms of BLEU
and OOV rate.
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