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Abstract

Awide spectrum of multilingual applications havigaed parallel corpora as their prerequisite. @ime of the project described in this
paper is to build a multilingual corpus where atitences are aligned at very high precision witliramal human effort involved. The
experiments on a combination of sentence alignéifs aifferent underlying algorithms described iristipaper showed that by

verifying only those links which were not recogri4ey at least two

aligners, an error rate can taaed by 93.76% as compared to

the performance of the best aligner. Such mamyallvement concerned only a small portion of alladg%). This significantly
reduces a load of manual work necessary to aclieady 100% accuracy of alignment.

1. Introduction

A wide spectrum of multilingual applications have
aligned parallel corpora as their prerequisite. sEhe
applications include, among others, machine tréosla
(MT), especially corpus-based MT like statisticall M
(Koehn 2005) and example-based MT (Carl & Way 2003)
computer-assisted translation tools (Hutchins 2005)
multilingual information extraction and computer-
assisted language learning (Desmet & Paulussen)2005
More fundamental research in the fields of conivast
linguistics and translation studies (Baker 1996yibsa
2002; Olohan 2004) also profits from the use ofaper
corpora.

For certain application (e.g. training machine station
systems) it is sufficient to extract only the llijaments
(Moore 2002). Other applications however, requirat t
all sentences in a corpus are aligned. Thesecapipins
include, for example, translation studies and
computer-assisted language learning.

Arange of tools and algorithms is available far thsk of
sentence alignment, including, among others,

sentence-length-based approaches (Gale and Church

1993), (Varga et al 2005), word-correspondencebase

approaches (Melamed 1997), mixed approaches (Moore

2002). The performance of the tools varies foredéht
types of texts and language pairs and normallyaaual
verification step is necessary to guarantee higtitywof

the data.

The aim of the project described in this papeo itk all
sentences of a corpus with very high precision but
minimizing human effort. The paper describes
experiments in which sentence alignment tools are
combined. We present a formal evaluation of théstand
show that by combining outputs of aligners one can
significantly reduce the amount of manual work
necessary to achieve near 100% accuracy of alignimen
the entire data set.

The article is organized as follows: the secondicec
provides a short overview of the Dutch Parallel gler

Project, in the framework of which the sentence
alignment experiments have been carried out. Tai@ m
part of the paper concentrates on the sentencenadigt
experiments: the tools used are presented andatedlu
and a combined approach is described. Section 4
concludes the paper.

2. DPC Project

The aim of the Dutch Parallel Corpus project idéoelop
a high-quality annotated parallel corpus of tenliomil
words for Dutch, French and English. At the momait
the abstract submission, the DPC project has just
completed its second stage which concentrated tan da
alignment.
The DPC has the following features:

1. Balanced composition:
Since for different types of texts a different
translation strategy is being adopted, the corpus
is designed to represent as wide a range of
written texts as possible. The text types include
literary prose and non-fictional material, such
as essayistic, journalistic, business, technical
and policy texts. All text types will be equally
distributed in representation of the corpus.
Quiality control:
Three forms of quality control are envisaged for
the DPC data: manual verification, spot-check,
and automatic control procedures. This article
provides details on how manual verification can
be assisted by automatic control procedures on
the sentence alignment task.
Sentence alignment:
The whole DPC corpus will be sentence aligned.
A small part of the corpus will be additionally
aligned on sub-sentence level.
Size:
The corpus will consist of ten million words.
Language pairs and translation directions:



The corpus consists of two bidirectional aligned and finds sentence links within this paapgr
bilingual parts and one trilingual part (see alignment.

Table 1).
The Smooth Injective Map Recognizer (SIMR)
EN — NL — FR developed by Melamed (1997) is a bitext mapping
EN o NL algorithm. By bitext, a text in two different lamgges is

understood. The algorithm is based on word
correspondences and relies on finding cognateserftok
with the same meaning and similar spelling) intatito
suggest word correspondences.
6. Availability: The Microsoft Bilingual Aligner developed by Moore
The corpus will be made available through the (2002) uses a three-step hybrid approach to semtenc
Dutch agency for Human Language Technology. alignment. In a first step, an initial alignmerg i
Copyright clearance is being obtained for all established using the sentence-length-based apprivac
samples included in the corpus. the second step, sentences aligned in the pregiage
with the highest probabilities serve as a basisréaning a
A more detailed description of the project goals, statistical word alignment model (Brown et al 1993)
applications and functionality can be found in (Macet  Finally, the corpus is realigned, augmenting thiéain

NL < FR
Table 1 DPC translation directions

al 2007) and (Paulussen et al 2007). model with sentences aligned based on the word
alignments. The aligner uses sentence-lengtheadickl
3. Sentence Alignment within DPC correspondences, both of which are derived autcaibii

In sentence alignment, each sentence of the sourcglhe aligner rc])_u:]p_uts lonly L ﬁ links and disregards
language text is connected with the equivalentesest or alignments which involve more than one sentence.
sentences of the target language text. The fatigwi Performance of the three aligners have been eealuat

alignment links are legitimate in the DPC projdct, 1: against manually alig_ned data. Sever_1 records  of
many, many :Imany : many, 0 : 1, 1 . @ero alignments EUROPARL speeches in Dutch and English (1510 and

are created when no translation can be found for a1316 sentences, respectively) have been useceasset.

sentence of either the source or the target larguag Thedst?ndgrd TTIU'CS_Of recall, precision and fsuea
Many-to-many alignments are legitimate in two cases are defined as follows:
overlapping alignments and crossing alignments.

. : . Precision = # correct alignments /
Tables 2 and 3 give examples of overlapping angsing > '9

# proposed alignments

alignment cases. In both cases, multiple alignnZnt Recall = # correct alignments /
have to be created {S5, vs. 3, S»). # reference alignments
F-measure = 2 * Recall * Precision /
Source language te | Target language te (Recall + Precision)
S A B, C ‘ Sy A, B
S D E S C,D,E Table 4 summarizes the results of the evaluation.
Table 2: An example of an overlapping alignment : | Recall  Precison  F-measure
Vanilla 95.96%  95.06¥ 95.51Y
Microsoft 85.06%  94.83% 89.94Y
Source language te | Target language te SIMR 95.07%  92.98% 94.02%
St A S B
S B Sy A Table 4. Evaluation of the DPC sentence aligners

The evaluation demonstrates the relative strergfthach
aligner. Vanilla yields the highest results, beguires
most manual involvement in the form of pre-procegsi
paragraph alignment. The Microsoft aligner achéege
high precision on 1:1 alignments but neglects 1yramd
many:1 alignments, which is harmful for this tygaexts:
Europarl speeches contain rather long sentences and

TheVanilla aligner (Danielsson and Ridings 1997) is an during translation the sentences are split intqtshones.
implementation of a sentence-length-based statlstic The SIMR a!|gn(_ar prlow((jjes high accuracy with no orein
approach of Gale and Church (1993). As input, teil\a pre-processing involved. . . .
aligner expects texts split into sentences andgpaphs. In order to furth(_er improve the alignment quala)par_ual
The numbers of paragraphs in source and targetiéaes manual control is performed. In the output of Viamilla

should be equal. The tool assumes that the patagiee aligner, all links which were not recognized byeaist one
other aligner, are marked. In our experiments\arage

number of such links is 6% of the total test sdteSe

Table 3: An example of a crossing alignment

A hybrid approach is used for sentence alignmeRE
data. The outputs of three aligners with different
underlying heuristics are combined and then pértial
verified manually. The tools used in the experitaen
together with their evaluation are described below.



non-shared links are checked, and, if necessameated
manually. No other links are changed.

The corrected output has been compared to a gold

Campus Kortrijk), Lidia Rura and Willy Vandeweghe
(School of Translation Studies, Hogeschool Ghent).
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