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Abstract
The main goal of this work is to develop a bilingual corpus suitable for example based machine translation between Spanish and Basque.
Spanish to Basque machine translation has proved to be a difficult task for statistical machine translation. Apart from the great linguistic
differences between these two languages, the low performance of the few presently available statistical machine translation systems is
likely due to the lack of adequate parallel corpora. Here we present the methodology involved to pick up and process bilingual data about
weather forecast reports. We also present preliminary experiments carried out for speech and text input (statistical) machine translation.

1. Introduction usually different. It also presents a different arrangement

In recent years, statistical methods have been successfully
applied to machine translation. In this framework: stochas-
tic translation models can be obtained for any pair of lan-
guages, whenever a representative number of examples is
available. Thus, inductive approaches require a great deal
of collection of bilingual data, that is, sentences from a
(source) language and the corresponding translation from
another (target) language (Brown et al., 1993). However,
bilingual corpora for only some European languages are
available.

The goals of this study are, on the one hand, to create a
suitable bilingual corpus for a specific translation task from
Spanish into Basque, for both text and speech-input pur-
poses, and on the other hand to present the preliminary
(speech and text) translation results using statistical ma-
chine translation (SMT) techniques. Another practical ex-
tension of the corpus is being created for translation from
Basque into English.

1.1. The Basque language

Basque language is a minority but official language in the
Basque Country. It is also spoken in some adjoining areas,
such as Navarre, in Spain, and Atlantic Pyrenees, in France,
as shown in Table 1.

Area Total Basque
inhabitants speakers
Navarre 236,963 33.20%
Atlantic Pyrenees 515,989 10.15%
Basque Country 2,089,995 24.58%

Table 1: The percentage of Basque speakers in different
areas (according to data published by the Basque Govern-
ment).

Basque is a pre-Indoeuropean language of unknown origin.
Thus, the etymology of words in Basque and Spanish is

of the words within phrases, since, unlike Spanish, Basque
has left recursion. These features are shown through the
example in Figure 1. On the other hand, Basque is a highly
inflected language, in both nouns and verbs.

1.2. The state of the art

There are some papers related to transfer-based transla-
tion tools from Spanish to Basque (Alegria et al., 2005).
Morpho-syntactic parsing has also been broadly studied
(Arriola, 2004). However, there are few papers related to
SMT between Spanish and Basque. Among them, we may
highlight (Ortiz et al., 2003; Gonzilez et al., 2004), where
a corpus from the Basque Country’s official government
records was harvested. Nevertheless, low translation re-
sults were obtained. This low performance is mainly due to
the scant bilingual corpora available. The lack of samples
results in poorly trained statistical alignment models. We
realize that those alignments were unable to capture long
distance relationships (see Figure 1) between Spanish and
Basque.

2. Stochastic finite-state transducers

Finite state transducers have proved to be useful in lan-
guage processing and in automatic speech recognition
(ASR) systems. In recent years they have also been pro-
posed for SMT applications (Vidal, 1997; Casacuberta and
Vidal, 2004). Moreover, FST can be easily integrated into
an ASR system for speech translation application (Casacu-
berta et al., 2004).

Stochastic finite-state transducers (SFST) can be automat-
ically learned from bilingual corpora by efficient grammar
inference algorithms, such as GIATI (Grammar Inference
and Alignments for Transducers Inference). Given a bilin-
gual corpus, the GIATI algorithm provides a probabilistic
finite-state transducer (Casacuberta and Vidal, 2004). This
algorithm works as follows:

1. Given a bilingual corpus, find a monotone segmenta-
tion, and thereby, assign an output sequence to each
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Figure 1: These two alignment matrices, extracted from the
corpus, show the natural relationships between the words
of a sentence in Spanish and their counterparts in Basque.
Those relationships are not monotone.

input word, leading to the so called extended corpus.

2. Infer a probabilistic finite state automaton from the
extended corpus. In this paper we propose the use
of a k-testable in the strict sense (k-TSS) language
model (Torres and Varona, 2001), rather than an n-
gram model, since k-TSS models keep the syntactic
constraints of the language.

3. Split the output sequence from the input word, on each
edge of the automaton to obtain the finite state trans-
ducer.

The stochastic translation t € A*, of an input sequence
s € 2T, is the string which maximizes the joint probability

described by the equation (1):

¢ = arg max P(s,t) = arg max d;) P(d(s,t)) (1)

where, d(s, t), is a path in the SFST that deals with s and
produces t.

The resolution of the eq. (1) has proved to be a hard com-
putational problem (Casacuberta and de 1a Higuera, 2000),
but it can be efficiently computed by the maximum approx-
imation, which replaces the sum by the maximum:

¢~ arg max (1;1(1:% P(d(s,t)) #))

3. A weather forecast corpus

METEUS is the weather forecast corpus that we present
here. It was composed from 28 months of daily weather
forecast reports in the Spanish and Basque languages.
These reports were picked from those published in Inter-
net by the Basque Institute of Meteorology'. We obtained a
first bilingual corpus where each report in Spanish was the
translation of a reportin Basque. Thus, bilingual alignment
‘was assured at paragraph level.

At the end of the first corpus acquisition, there were 3,865
paragraph pairs, consisting of many sentences, with around
54 words per paragraph on average. Segmentation into sen-
tences was solved by using statistical techniques, specifi-
cally RECalign, a greedy algorithm (Nevado and Casacu-
berta, 2004; Garcia-Varea et al., 2005). A hundred para-
graphs, randomly chosen, were checked and validated by
experts, which assures the success of the algorithm.

After the segmentation process, the corpus was divided into
training and testing sets (Table 2). Notice that the Basque
language vocabulary size for this task is 1.6 times higher
than the Spanish one. This is not unusual given the Basque
language inflection mentioned in section 1.1.. In order to
deal with this problem, a morphological analysis was car-
ried out. As a result, we can work with word-forms or
stems. The vocabulary size, in terms of stems, has been
decreased to 462 units in Spanish and 578 in Basque.

The text-test set consists of 500 training independent pairs,
all of them different. For speech input machine transla-
tion experiments, this test set was recorded by 36 bilin-
gual speakers uttering 50 sentence-pairs each, resulting in
around 3.25 hours of audio signal for each language.

4. Experimental results

In this section we present a preliminary evaluation of this
corpus. We learned an SFST from the training set, and the
test set was translated with the inferred models. Finally, the
translations provided by the system were compared to the
reference sentences.

Apart from text-to-text translation, we performed speech-
input translation. There are many ways of building a speech
input translation system, see (Vidal, 1997; Casacuberta et
al., 2004). For these preliminary experiments, we simply
chose the so called serial architecture, which consists of two
steps. In the first the speech signal is decoded into a source

http://www.euskalmet .net

100



Spanish Basque

Pair of sentences 14,615
e Different pairs 8,462
‘e Different sentences 7,226 7,523
E  Words 191,156 187,462
= Vocabulary 720 1147
Average length 13.0 12.8
Pair of sentences 500
- Different sentences 500 500
£ Words 8,706 8,274
Average length 17.4 16.5
Perplexity (3-grams) 4.8 6.7

Table 2: Features of the training and test sets.

sentence. In the second the decoded sentence is translated
into a target sentence.

The speech signal database was parameterized into 12
Mel-frequency cepstral coefficients (MFCCs) with delta
(AMEFECC) and acceleration (A2MFCC) coefficients, en-
ergy and delta-energy (E, AE), so four acoustic repre-
sentations were defined (Rodriguez and Torres, 2003).
For the speech recognition system, a total of 24 context-
independent acoustic-units were used. Each phone-like unit
was modeled by a typical left to right non-skipping self-
loop three-state continuous hidden Markov model, with 32
Gaussians per state and acoustic representation. To train
these models, a phonetically balanced Spanish database,
called Albayzin (Moreno et al., 1993), was used. With
regard to the language model, a 3-TSS was used, learned
using the training corpus in Table 2.

In Table 3 we summarize some text and speech-input trans-
lation results for Spanish-to-Basque SMT. We have dealt
with the following automatic evaluation measures:

WER: Word Error Rate is the string edit distance between
the reference sentence and the system’s output.

PER: Position independent Error Rate is similar to the
WER but without taking into account the words-order
inside the sentence.

BLEU: BiLingual Evaluation Understudy is based on the
n-grams of the hypothesized translation that occur in
the reference translations. The BLEU metric ranges
from 0.0 (worst score) to 1.0 (best score) (Papineni et
al., 2002).

WER PER BLEU
465 376 046
517 424 040

Text input
Speech input

Table 3: Spanish to Basque speech-input and text-input ma-
chine translation scores.

Notice that the test set is completely independent of the
training set (see Table 2). Therefore, our system is sub-
jected to the worse case that could appear in practice.

4.1. Examples

Some translation examples are shown below, where input
means “the input sentence”, reference “the reference”, and
system “the system’s output”. Taking into account that an
input sentence can be translated in more than one way, even
though the output does not exactly match the reference, it
could be translated correctly. Since we only have a single
reference for each input, some outputs are unfairly penal-
ized, therefore the reported error rates are quite pessimistic.
In the following examples we emphasize the real errors in
italics (in the third example the errors are related to the ab-
sence of some words).

o Test sentence #1.

input las temperaturas maximas sin cambios o liger-
amente més altas .

reference tenperatura maximoak ez dira aldatuko edo
gutxiigoko dira .

system tenperatura maximoak egonkor mantendu edo
gutxiigoko da .

o Test sentence #2.

input por la tarde - noche cielos muy nubosos con
precipitaciones débiles .

reference arratsalde - gau aldera zerua oso hodeitsu
egongo da eta euri arina egingo du .

system arratsalde - gauean zerua oso hodeitsu egongo
da eta euri arina egingo du .

o Test sentence #3.

input por la tarde , los vientos girardn a componente
sur , flojos a moderados , con intervalos fuertes
en el litoral y zonas de montafia .

reference arratsaldean , haizeak hegoaldera egin
eta ahul - bizia ibiliko da , tarte gogorrekin
kostaldean eta mendi inguruetan .

system haizeak hegoaldera egin eta hegoaldeko haize
ahul - bizia ibiliko da , kostaldean eta mendi in-
guruetan .

5. Concluding remarks and further work

The overall result of this work is a Spanish-Basque text
and speech corpus, appropriate for building example based
translation tools. It has been obtained using statistical tech-
niques, which seem to be suitable from the practical point
of view. Apart from that it has been enriched with morpho-
logical information. Professional translators are now trans-
lating this corpus into English, and it is also being recorded
in the way mentioned in Section 3. This will lead us to
a trilingual corpus in English-Spanish-Basque, along with
speech resources. From this point onwards, we will com-
plete the current work, evaluating the selected translation
method under the same conditions for different language
pairs. Due to the difficulties of the translation from Span-
ish to Basque, morpho-syntactic and phrase-based tags are
being added to the corpus that will help the construction
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of SMT systems. Further work is needed in order to im-
prove the statistical translation models used in this work.
We suggest taking advantage of linguistic information such
as word stems and declinations to enrich the corpus and, at
the same time, to get more accurate translation models
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