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Abstract

Research in data-driven methods for Ma-
chine Translation has greatly benefited
from the increasing availability of paral-
lel corpora. Processing the same text in
two different languages yields useful in-
formation on how words and phrases are
translated from a source language into a
target language. To investigate this, a par-
allel corpus is typically aligned by linking
linguistic tokens in the source language to
the corresponding units in the target lan-
guage. An aligned parallel corpus there-
fore facilitates the automatic development
of a machine translation system and can
also bootstrap annotation through projec-
tion. In this paper, we describe data col-
lection and annotation efforts and prelim-
inary experimental results with a parallel
corpus English - Swahili.

1 Introduction

Language technology applications such as ma-
chine translation can provide an invaluable, but
all too often ignored, impetus in bridging the dig-
ital divide between the Western world and Africa.
Quite a few localization efforts are currently un-
derway that improve ICT access in local African
languages. Vernacular content is now increasingly
being published on the Internet, and the need for
robust language technology applications that can
process this data is high.

For a language like Swahili, digital resources
have become increasingly important in everyday
life, both in urban and rural areas, particularly
thanks to the increasing number of web-enabled
mobile phone users in the language area. But most
research efforts in the field of natural language
processing (NLP) for African languages are still
firmly rooted in the rule-based paradigm. Lan-
guage technology components in this sense are
usually straight implementations of insights de-
rived from grammarians. While the rule-based
approach definitely has its merits, particularly in
terms of design transparency, it has the distinct
disadvantage of being highly language-dependent
and costly to develop, as it typically involves a lot
of expert manual effort.

Furthermore, many of these systems are decid-
edly competence-based. The systems are often
tweaked and tuned towards a small set of ideal
sample words or sentences, ignoring the fact that
real-world language technology applications have
to be principally able to handle the performance
aspect of language. Many researchers in the field
are quite rightly growing weary of publications
that ignore quantitative evaluation on real-world
data or that report incredulously high accuracy
scores, excused by the erroneously perceived reg-
ularity of African languages.

In a linguistically diverse and increasingly com-
puterized continent such as Africa, the need for a
more empirical approach to language technology
is high. The data-driven, corpus-based approach
described in this paper establishes such an alter-
native, so far not yet extensively investigated for
African languages. The main advantage of this
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approach is its language independence: all that is
needed is (linguistically annotated) language data,
which is fairly cheap to compile. Given this data,
existing state-of-the-art algorithms and resources
can consequently be re-used to quickly develop ro-
bust language applications and tools.

Most African languages are however resource-
scarce, meaning that digital text resources are few.
An increasing number of publications however are
showing that carefully selected procedures can in-
deed bootstrap language technology for Swahili
(De Pauw et al., 2006; De Pauw and de Schryver,
2008), Northern Sotho (de Schryver and De Pauw,
2007) and smaller African languages (Wagacha et
al., 2006a; Wagacha et al., 2006b; De Pauw and
Wagacha, 2007; De Pauw et al., 2007a; De Pauw
et al., 2007b).

In this paper we outline on-going research on
the development of a parallel corpus English -
Swahili. The parallel corpus is designed to boot-
strap a data-driven machine translation system for
the language pair in question, as well as open up
possibilities for projection of annotation.

We start off with a short survey of the different
approaches to machine translation (Section 2) and
showcase the possibility of projection of annota-
tion (Section 3). We then concentrate on the re-
quired data collection and annotation efforts (Sec-
tion 4) and describe preliminary experiments on
sentence, word and morpheme alignment (Sec-
tions 5 and 6). We conclude with a discussion of
the current limitations to the approach and provide
pointers for future research (Section 7).

2 Machine Translation

The main task of Machine Translation (MT) can
be defined as having a computer take a text in-
put in one language, the Source language (SL),
decode its meaning and re-encode it producing as
output a similar-meaning text in another language,
the Target language (TL). The idea of building
an application to automatically convert text from
one language to an equivalent text-meaning in
a second language traces its roots back to Cold
War intelligence efforts in the 1950’s and 60’s for
Russian-English text translations. Since then a
large number of MT systems have been developed
with varying degrees of success. For an excellent
overview of the history of MT, we refer the reader
to Hutchins (1986).

The original dream of creating a fully automatic

MT system has long since been abandoned and
most research in the field currently concentrates
on minimizing human pre- and post-processing ef-
fort. A human translator is thus considered to
work alongside the MT system to produce faster
and more consistent translations.

The Internet brought in an interesting new di-
mension to the purpose of MT. In the mid 1990s,
free on-line translation services began to surface
with an increasing number of MT vendors. The
most famous example is Yahoo!’s Babelfish , of-
fering on-line versions of Systran to translate En-
glish, French, German, Spanish and other Indo-
European languages. Currently Google.inc is also
offering translation services. While these systems
provide far from perfect output, they can often
give readers a sense of what is being talked about
on a web page in a language (and often even char-
acter set) foreign to them.

There are roughly three types of approaches to
machine translation:

1. Rule-based methods perform translation us-
ing extensive lexicons with morphological,
syntactic and semantic information, and large
sets of manually compiled rules, making
them very labor intensive to develop.

2. Statistical methods entail the collection and
statistical analysis of bilingual text corpora,
i.e. parallel corpora. The technique tries
to find the highest probability translation of
a sentence or phrase among the exponential
number of choices.

3. Example-based methods are similar to sta-
tistical methods in that they are parallel cor-
pus driven. An Example-Based Machine
Translator (EBMT) scans for patterns in both
languages and relates them in a translation
memory.

Most MT systems currently under development
are based on methods (2) and/or (3). Research
in these fields has greatly benefited from the in-
creasing availability of parallel corpora, which are
needed to bootstrap these approaches. Such a par-
allel corpus is typically aligned by linking, either
automatically or manually, linguistic tokens in the
source language to the corresponding units in the
target language. Processing this data enables the
development of fast and effective MT systems in
both directions with a minimum of human involve-
ment.
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English Swahili English Swahili
Sentences Sentences Words Words

New Testament 7.9k 189.2k 151.1k
Quran 6.2k 165.5k 124.3k
Declaration of HR 0.2k 1.8k 1.8k
Kamusi.org 5.6k 35.5k 26.7k
Movie Subtitles 9.0k 72.2k 58.4k
Investment Reports 3.2k 3.1k 52.9k 54.9k
Local Translator 1.5k 1.6k 25.0k 25.7k
Full Corpus Total 33.6k 33.6k 542.1k 442.9k

Table 1: Overview of the data in the SAWA Corpus

3 Projection of Annotation

While machine translation constitutes the most
straightforward application of a parallel corpus,
projection of annotation has recently become an
interesting alternative use of this type of resource.
As previously mentioned, most African languages
are resource-scarce: annotated data is not only un-
available, but commercial interest to develop these
resources is limited. Unsupervised approaches
can be used to bootstrap annotation of a resource-
scarce language (De Pauw and Wagacha, 2007; De
Pauw et al., 2007a) by automatically finding lin-
guistic patterns in large amounts of raw text.

Projection of annotation attempts to achieve the
same goal, but through the use of a parallel cor-
pus. These techniques try to transport the annota-
tion of a well resourced source language, such as
English, to texts in a target language. As a natu-
ral extension of the domain of machine translation,
these methods employ parallel corpora which are
aligned at the sentence and word level. The di-
rect correspondence assumption coined in Hwa et
al. (2002) hypothesizes that words that are aligned
between source and target language, must share
linguistic features as well. It therefore allows for
the annotation of the words in the source language
to be projected unto the text in the target language.
The following general principle holds: the closer
source and target language are related, the more
accurate this projection can be performed. Even
though lexical and structural differences between
languages prevent a simple one-to-one mapping,
knowledge transfer is often able to generate a well
directed annotation of the target language.

This holds particular promise for the annotation
of dependency analyses for Swahili, as exempli-
fied in Figure 1, since dependency grammar fo-

root The cat fell into the water

root Paka alianguka ndani ya maji

main

dt subj pp dt

comp

main

subj pp

comp

??

Figure 1: Projection of Dependency Analysis An-
notation

cuses on semantic relationships, rather than core
syntactic properties, that are much more trouble-
some to project across languages. The idea is that
a relationship that holds between two words in the
source language (for instance the subj relationship
between cat and fell), also holds for the corre-
sponding linguistic tokens in the target language,
i.e. paka and alianguka.

In the next section we describe data collection
and preprocessing efforts on the SAWA Corpus,
a parallel corpus English - Swahili (cf. Table 1),
which will enable this type of projection of anno-
tation, as well as the development of a data-driven
machine translation system.

4 Data Collection and Annotation

While digital data is increasingly becoming avail-
able for Swahili on the Internet, sourcing useful
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Figure 2: Manual word alignment using the UMIACS interface

bilingual data is far from trivial. At this stage in
the development of the MT system, it is paramount
to use faithfully translated material, as this benefits
further automated processing. The corpus-based
MT approaches we wish to employ, require word
alignment to be performed on the texts, during
which the words in the source language are linked
to the corresponding words in the target language
(also see Figures 1 and 2).

But before we can do this, we need to perform
sentence-alignment, during which we establish an
unambiguous mapping between the sentences in
the source text and the sentences in the target text.
While some data is inherently sentence-aligned,
other texts require significant preprocessing before
word alignment can be performed.

The SAWA Corpus currently consists of a rea-
sonable amount of data (roughly half a million
words in each language), although this is not
comparable to the resources available to Indo-
European language pairs, such as the Hansard cor-
pus (Roukos et al., 1997) (2.87 million sentence
pairs). Table 1 gives an overview of the data avail-
able in the SAWA Corpus. For each segment it lists
the number of sentences and words in the respec-
tive languages.

4.1 Sentence-aligned Resources

We found digitally available Swahili versions of
the New Testament and the Quran for which we
sourced the English counterparts. This is not a
trivial task when, as in the case of the Swahili
documents, the exact source of the translation is
not provided. By carefully examining subtle dif-
ferences in the English versions, we were how-
ever able to track down the most likely candidate.
While religious material has a specific register and
may not constitute ideal training material for an
open-ended MT system, it does have the advan-
tage of being inherently aligned on the verse level,
facilitating further sentence alignment. Another
typical bilingual text is the UN Declaration of Hu-
man Rights, which is available in many of the
world’s languages, including Swahili. The manual
sentence alignment of this text is greatly facilitated
by the fixed structure of the document.

The downloadable version of the on-line dictio-
nary English-Swahili (Benjamin, 2009) contains
individual example sentences associated with the
dictionary entries. These can be extracted and
used as parallel data in the SAWA corpus. Since
at a later point, we also wish to study the specific
linguistic aspects of spoken language, we opted
to have some movie subtitles manually translated.
These can be extracted from DVDs and while the
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language is compressed to fit on screen and con-
stitutes scripted language, they nevertheless pro-
vide a reasonable approximation of spoken lan-
guage. Another advantage of this data is that it
is inherently sentence-aligned, thanks to the tech-
nical time-coding information. It also opens up
possibilities for MT systems with other language
pairs, since a commercial DVD typically contains
subtitles for a large number of other languages as
well.

4.2 Paragraph-aligned Resources
The rest of the material consists of paragraph-
aligned data, which was manually sentence-
aligned. We obtained a substantial amount of data
from a local Kenyan translator. Finally, we also
included Kenyan investment reports. These are
yearly reports from local companies and are pre-
sented in both English and Swahili. A major dif-
ficulty was extracting the data from these docu-
ments. The company reports are presented in col-
orful brochures in PDF format, meaning automatic
text exports require manual post-processing and
paragraph alignment (Figure 3). They neverthe-
less provide a valuable resource, since they come
from a fairly specific domain and are a good sam-
ple of the type of text the projected MT system
may need to process in a practical setting.

The reader may note that there is a very diverse
variety of texts within the SAWA corpus, ranging
from movie subtitles to religious texts. While it
certainly benefits the evaluation to use data from
texts in one specific language register, we have
chosen to maintain variety in the language data at
this point. Upon evaluating the decoder at a later
stage, we will however investigate the bias intro-
duced by the specific language registers in the cor-
pus.

4.3 Word Alignment
All of the data in the corpus was subsequently
tokenized, which involves automatically cleaning
up the texts, conversion to UTF-8, and splitting
punctuation from word forms. The next step in-
volved scanning for sentence boundaries in the
paragraph-aligned text, to facilitate the automatic
sentence alignment method described in Section 5.

While not necessary for further processing, we
also performed manual word-alignment annota-
tion. This task can be done automatically, but it
is useful to have a gold-standard reference against
which we can evaluate the automated method.

Figure 3: Text Extraction from Bilingual Invest-
ment Report

Monitoring the accuracy of the automatic word-
alignment method against the human reference,
will allow us to tweak parameters to arrive at the
optimal settings for this language pair.

We used the UMIACS word alignment interface
(Hwa and Madnani, 2004) for this purpose and
asked the annotators to link the words between the
two sentences (Figure 2). Given the linguistic dif-
ferences between English and Swahili, this is by
no means a trivial task. Particularly the morpho-
logical richness of Swahili means that there is a lot
of convergence from words in English to words
in Swahili (also see Section 6). This alignment
was done on some of the manual translations of
movie subtitles, giving us a gold-standard word-
alignment reference of about 5,000 words. Each
annotator’s work was cross-checked by another
annotator to improve correctness and consistency.

5 Alignment Experiments

There are a number of packages available to
process parallel corpora. To preprocess the
paragraph-aligned texts, we used Microsoft’s
bilingual sentence aligner (Moore, 2002). The
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Precision Recall F(β = 1)
39.4% 44.5% 41.79%

Table 2: Precision, Recall and F-score for the
word-alignment task using GIZA++

output of the sentence alignment was conse-
quently manually corrected. We found that 95% of
the sentences were correctly aligned with most er-
rors being made on sentences that were not present
in English, i.e. instances where the translator de-
cided to add an extra clarifying sentence to the di-
rect translation from English. This also explains
why there are more Swahili words in the paragraph
aligned texts than in English, while the situation is
reversed for the sentence aligned data.

For word-alignment, the state-of-the-art method
is GIZA++ (Och and Ney, 2003), which imple-
ments the word alignment methods IBM1 to IBM5
and HMM. While this method has a strong Indo-
European bias, it is nevertheless interesting to see
how far we can get with the default approach used
in statistical MT.

We evaluate by looking at the word alignments
proposed by GIZA++ and compare them to the
manually word-aligned section of the SAWA Cor-
pus. We can quantify the evaluation by calculat-
ing precision and recall and their harmonic mean,
the F-score (Table 2). The former expresses how
many links are correct, divided by the total num-
ber of links suggested by GIZA++. The latter is
calculated by dividing the number of correct links,
by the total number of links in the manual annota-
tion. The underwhelming results presented in Ta-
ble 2 can be attributed to the strong Indo-European
bias of the current approaches. It is clear that extra
linguistic data sources and a more elaborate explo-
ration of the experimental parameters of GIZA++
will be needed, as well as a different approach to
word-alignment. In the next section, we describe
a potential solution to the problem by defining the
problem on the level of the morpheme.

6 Alignment into an Agglutinating
Language

The main problem in training a GIZA++ model for
the language pair English - Swahili is the strong
agglutinating nature of the latter. Alignment pat-
terns such as the one in Figures 1 and 2 are not
impossible to retrieve. But no corpus is exhaus-
tive enough to provide enough linguistic evidence

Precision Recall F(β = 1)
50.2% 64.5% 55.8%

Table 3: Precision, Recall and F-score for the
morpheme/word-alignment task using GIZA++

to unearth strongly converging alignment patterns,
such as the one in Example 1.

(1) I have turned him down

Nimemkatalia

Morphologically deconstructing the word how-
ever can greatly relieve the sparse data problem for
this task:

(2) I have turned him down

Ni- me- m- katalia

The isolated Swahili morphemes can more eas-
ily be linked to their English counterparts, since
there will be more linguistic evidence in the par-
allel corpus, linking for example ni to I and m
to him. To perform this kind of morphological
analysis, we developed a machine learning system
trained and evaluated on the Helsinki corpus of
Swahili (Hurskainen, 2004). Experimental results
show that the data-driven approach achieves state-
of-the-art performance in a direct comparison with
a rule-based method, with the added advantage of
being robust to word forms for previously unseen
lemmas (De Pauw and de Schryver, 2008). We
can consequently use morphological deconstruc-
tion as a preprocessing step for the alignment task,
similar to the method described by Goldwater and
McClosky (2005), Oflazer (2008) and Stymne et
al. (2008).

We have no morphologically aligned parallel
data available, so evaluation of the morphology-
based approach needs to be done in a roundabout
way. We first morphologically decompose the
Swahili data and run GIZA++ again. Then we re-
compile the Swahili words from the morphemes
and group the word alignment links accordingly.
Incompatible linkages are removed. The updated
scores are presented in Table 3. While this cer-
tainly improves on the scores in Table 2, we need
to be aware of the difficulty that the morphological
preprocessing step will introduce in the decoding
phase, necessitating the introduction of a language
model that not only works on the word level, but
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also on the level of the morpheme.
For the purpose of projection of annotation, this

is however not an issue. We performed a prelim-
inary experiment with a dependency-parsed En-
glish corpus, projected unto the morphologically
decompounded tokens in Swahili. We are cur-
rently lacking the annotated gold-standard data to
perform quantitative evaluation, but have observed
interesting annotation results, that open up pos-
sibilities for the morphological analysis of more
resource-scarce languages.

7 Discussion

In this paper we presented parallel corpus collec-
tion work that will enable the construction of a
machine translation system for the language pair
English - Swahili, as well as open up the possibil-
ity of corpus annotation through projection. We
are confident that we are approaching a critical
amount of data that will enable good word align-
ment that can subsequently be used as a model for
an MT decoding system, such as the Moses pack-
age (Koehn et al., 2007). While the currently re-
ported scores are not yet state-of-the-art, we are
confident that further experimentation and the ad-
dition of more bilingual data as well as the intro-
duction of extra linguistic features will raise the
accuracy level of the proposed MT system.

Apart from the morphological deconstruction
described in Section 6, the most straightforward
addition is the introduction of part-of-speech tags
as an extra layer of linguistic description, which
can be used in word alignment model IBM5. The
current word alignment method tries to link word
forms, but knowing that for instance a word in the
source language is a noun, will facilitate linking
it to a corresponding noun in the target language,
rather than considering a verb as a possible match.
Both for English (Ratnaparkhi, 1996) and Swahili
(De Pauw et al., 2006), we have highly accurate
part-of-speech taggers available.

Another extra information source that we have
so far ignored is a digital dictionary as a seed for
the word alignment. The kamusiproject.org elec-
tronic dictionary will be included in further word-
alignment experiments and will undoubtedly im-
prove the quality of the output.

Once we have a stable word alignment mod-
ule, we will further conduct learning curve exper-
iments, in which we train the system with grad-
ually increasing amounts of data. This will pro-

vide us with information on how much more data
we need to achieve state-of-the-art performance.
This additional data can be automatically found
by parallel web mining, for which a few sys-
tems have recently become available (Resnik and
Smith, 2003).

Furthermore, we will also look into the use
of comparable corpora, i.e. bilingual texts that
are not straight translations, but deal with the
same subject matter. These have been found to
work as additional material within a parallel cor-
pus (McEnery and Xiao, 2007) and may further
help improve the development of a robust, open-
ended and bidirectional machine translation sys-
tem for the language pair English - Swahili. The
most innovative prospect of the parallel corpus is
the annotation of dependency analysis in Swahili,
not only on the syntactic level, but also on the
level of the morphology. The preliminary exper-
iments indicate that this approach might provide a
valuable technique to bootstrap annotation in truly
resource-scarce languages.
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