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Abstract 

This document presents an experiment in the 
automatic translation of Canadian Court 
judgments from English to French and from 
French to English. We show that although the 
language used in this type of legal text is 
complex and specialized, an SMT system can 
produce intelligible and useful translations, 
provided that the system can be trained on a 
vast amount of legal text. We also describe the 
results of a human evaluation of the output of 
the system. 

1 Context of the work 

NLP Technologies1 is an innovative enterprise de-
voted to the use of advanced information technolo-
gies in the judicial domain. Its main focus is the 
DecisionExpress™ automatic summarization tech-
nology of legal information (Farzindar et al., 2004, 
Chieze et al. 2008). During the last year, a feasibil-
ity study was performed in collaboration with re-
searchers from the RALI2 at Université de 
Montréal to determine to what extent judgments 
from the Canadian Federal Courts could be auto-
matically translated. As it happens, about 50 new 
judgments are produced weekly; 80% of which are 
originally written in English, and 20%, in French. 
By law, the Federal Courts have to provide a trans-

                                                
1 http://www.nlptechnologies.ca 
2 http://rali.iro.umontreal.ca 

lation in the other official language of Canada.  
Currently, there is a delay of many months be-
tween the publication of a judgment in the original 
language and the availability of its human transla-
tion into the other official language.  

Initially, the goal of this work was to allow the 
court, during the few months when the official 
translation is pending, to publish automatically 
translated judgments and summaries with the ap-
propriate caveat. Once the official translation 
would become available, the Court would replace 
the machine translations by the official ones.  
However, the high quality of the machine transla-
tion system obtained, developed and trained spe-
cifically on the Federal Courts corpora, opens 
further opportunities which are currently being 
investigated: machine translations could be consid-
ered as first drafts for official translations that 
would only need to be revised before their publica-
tion. This procedure would thus reduce the delay 
between the publication of the decision in the 
original language and its official translation. It 
would also provide opportunities for saving on the 
cost of translation. 

This paper describes the process we have fol-
lowed in the development of this translation sys-
tem, whose performance has been assessed with 
the usual automatic evaluation metrics. We also 
present the preliminary results of a manual evalua-
tion of the translations. To our knowledge, this is 
one of the first attempts to build a large-scale 
translation system of complete judgments for even-
tual publication. 
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2 Overview of the system 

We have built a classical phrased-based statistical 
translation system, called TransLI (Translation of 
Legal Information), that takes as input judgments 
published (in HTML) on the Federal Courts web 
site and produces an HTML file of the same judg-
ment in the other official language of Canada. The 
architecture of the system is shown in Figure 1. 

The first phase (semantic analysis) consists in 
identifying various key elements pertaining to a 
decision, for instance the parties involved, the top-
ics covered, the legislations referenced, whether 
the decision was in favor of the plaintiff, etc. This 
step also attempts to identify the parts of a deci-
sion: introduction, reasoning and decision. During 
this phase, the original HTML file is transformed 
into XML for internal use within NLP Technolo-
gies in order to produce DecisionExpress™ fact 
sheets and summaries. We extract the source text 
from these structured XML files in which sentence 
boundaries have already been identified. This is 
essential, since the translation engine works sen-
tence by sentence. 

The second phase translates the source sentences 
into the target language using SMT. The SMT 
module makes use of open source modules 
GIZA++3 for creating the translation models and 
SRILM4 for the language models. We considered a 
few phrase-based translation engines such as 
Phramer (Olteanu et al, 2006), Moses (Koehn et 
al., 2007), Pharaoh (Koehn, 2004), Ramses (Patry 
et al., 2006) and Portage5. Moses was selected be-
cause we found it to be a state-of-the-art package 
with a convenient open source license for our test-
ing purposes. 

The last phase is devoted to the rendering of the 
translated decisions in HTML. Because appropriate 
bookkeeping information has been maintained, it is 
possible to merge the translation with the original 
XML file in order to yield a second XML file con-
taining a bilingual version of each segment of text. 
This bilingual file can then be used to produce an 
HTML version of the translation, or for other types 
of processing, like summarization. 

                                                
3 code.google.com/p/giza-pp/ 
4 www.speech.sri.com/projects/srilm 
5 iit-iti.nrc-cnrc.gc.ca/projects-projets/portage_f.html 

Indeed, since summaries of judgments produced 
by NLP Technologies are built by extracting the 
most salient sentences from the original text, pro-
ducing summaries in both languages should be as 
simple as selecting the translation of every sen-
tence retained in the source-language summary. 

 

 
 
Figure 1: The translation pipeline translates an 
HTML court decision written in English into a 
French decision (also in HTML). A similar pipe-
line performs translations from French to English.
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3 Building the corpora 

A key element in the success of an SMT system 
lies in the availability of large corpora of good 
quality. In the Canadian judicial domain, we are 
fortunate enough to have access to public web sites 
providing translations of excellent quality for al-
most all judgments of the most important Canadian 
courts. For our work, we built a set of corpora, the 
characteristics of which are shown in Table 1. 

Corpus 
name 

# sent 
pairs 

# en 
words  

(K) 

# fr 
words  

(K) 
principal 245,000 6510  7510 
train 244,000 6500  7500 
tune-1 300 8  9 
test 1300 28  33 
tune-recent 400 8  10 
train-lexum 1,000,000 22,340 25,720 
Table 1: Corpora used for developing TransLI. 

principal: we downloaded 14,400 decisions in 
HTML from the Federal Court of Canada web 
site6 from which we extracted the text. Because 
many judgments did not have a translation or 
could not be parsed automatically with our 
tools, we were left with 4500 valid judgment 
pairs. From these pairs, we extracted the sen-
tences and aligned them to produce a bi-text of 
around 260,000 sentence pairs. A number of 
them had English citations in the French text 
and vice-versa. Once these cases were filtered 
out, we were left with 245,000 sentence pairs.  

train: 99% of the sentences from principal, 
used to train the SMT system. 

tune-1: 1% of principal used to adjust the 
parameters of the system. There is no overlap 
with train. 

test: 13 recent decisions that were published af-
ter the decisions occurring in principal. This 
better simulates the application context for our 
system, which will be used for translating re-
cent decisions. 

tune-recent: 6 recent decisions that were pub-
lished after the decisions in principal.  

                                                
6 decisions.fct-cf.gc.ca/en/index.html  

train-lexum: Since the RALI has a long experi-
ence in dealing with judicial texts in collabora-
tion with the Lexum7 at the Université de 
Montréal in the context of the TransSearch8 
system, we decided to add 750,000 bilingual 
sentence pairs from our existing bilingual text 
database. These sentences are taken from deci-
sions by the Supreme Court, the Federal 
Courts, the Tax Court and the Court of Appeal 
of Canada.  

4 Experimentation with the system 

During the development of the SMT engine, we 
used the classical Word Error Rate (WER) and 
Sentence Error Rate (SER) metrics. We also com-
puted the BLEU score (Papineni et al., 2001) that 
measures roughly the number of common subse-
quences between a reference translation and an 
SMT one, while penalizing important differences 
in sentence length. The goal is to obtain low WERs 
and SERs, but high BLEU scores. 

All these scores are computed on the tokenized, 
lowercase version of the reference and SMT out-
puts. We have developed a series of scripts and 
language models for restoring proper upper and 
lower case and spacing between words so that the 
output can be easily read and evaluated by humans. 
This is the output that will be shown in this paper. 
Our experiments were limited to the narrative 
parts of the judgments. Decisions start and end 
with standard, stereotyped, administrative informa-
tion such as name of lawyers, the name of the 
judge, docket numbers, the name of the parties, etc. 
We took for granted that this information would be 
appropriately translated via dictionary look-up, 
since the latter resource is readily available from 
NLP Technologies for its other product offerings. 

Unless mentioned otherwise, test is used in all 
evaluations. When we translated from English to 
French, the English part of test is used as source 
and the French part as the reference to which the 
SMT output is compared. When translating in the 
other direction, the English part is used as source 
and the French part as reference. We did not take 
into account in our evaluations the fact that a text 
was an original or a translation. 

                                                
7 www.lexum.ca  
8 www.tsrali.com  
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Initial configuration 

Our first tests were conducted using the default 
configuration of Moses, as suggested in the in-
structions for the WMT07 shared task (Schwenk, 
2007).  

The creation and tuning of the translation model 
takes about 24 hours on a 3 GHz computer with 
8 Gb of memory. The size of a translation model 
file is around 3 Gb. Translating a judgment takes 
between 5 and 20 minutes depending on the num-
ber of sentences and their length. A typical judg-
ment is around 60 sentences long; a sentence is 30 
words long on average. Sentences in judgments are 
thus longer than the ones often used in other types 
of MT evaluations. 

Table 2 shows the results we obtained for the 
default configuration (prefixed with an asterisk in 
our subsequent tables). Scores when translating 
into English are systematically a bit higher. This 
can be attributed in part to the fact that there is less 
morphologic variation in English than in French. 
We have seen a few cases in which gender agree-
ment was incorrect in French whereas this is less 
problematic in English. As most of the decisions 
were originally written in English, we also think 
that judges often used similar formulations for 
similar cases, whereas French texts were translated 
by different translators who create slightly differ-
ent formulations. These observations would have 
to be analyzed more systematically but they have 
been confirmed in informal discussions with ad-
ministrators at the Federal Courts. 

 WER SER BLEU 

*English to French 41.5% 88.5% 43.1 

*French to English 38.2% 83.2% 43.7 
Table 2: Scores obtained with the initial default 
configuration of Moses. The * denotes this default 
configuration in subsequent tables. 

Relatively low WERs and SERs and high BLEU 
scores show that we achieved quite respectable 
results. This only confirms the well-known obser-
vation that SMTs working on very limited domains 
outperform those trained on more generic, or out-
of-domain texts. See for instance (Koehn et al., 
2007) for an illustration of this principle when 
translating journalistic corpora with in- and out-of-
domain training corpora. 

These excellent scores are no doubt due to the 
highly repetitive nature of both source and target 
texts. This correlation has already been observed in 
another study (Langlais et al., 2005), where the 
authors obtain scores of about 85 when translating 
weather bulletins, which are much shorter, highly 
repetitive, texts exhibiting a simpler structure than 
judgments. Table 3 show some example transla-
tions produced by our system. 

We now describe the series of tests we per-
formed in order to improve on these results. 

 

 

 
on june 28 , 
2002 , the  immigration and refu-

gee protection  act  ( " irpa " ) 

 
 

 
   

 

le 28 juin 
2002 , la  loi sur  l' immigration et la pro-

tection des réfugiés  ( la lipr ) 

Figure 2: Reordering an English source sentence into French. The crossing arrows show the inversion (or 
swap) of two segments when translating. The full original sentence is “On June 28, 2002, the Immigration 
and Refugee Protection Act ("IRPA") came into force and her PDRCC application was converted to an 
application for a pre-removal risk assessment ("PRAA").” and the translation produced by TransLI is “Le 
28 juin 2002, la Loi sur l’immigration et la protection des réfugiés (la LIPR), est entrée en vigueur et sa 
demande de DNRSRC a été convertie en une demande d’examen des risques avant renvoi (ERAR).” 
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Source TransLI Reference BLEU 

[14] In March 2000, the appli-
cant applied for and received 
a passport. 

[14] En mars 2000, le deman-
deur a demandé et obtenu un 
passeport.  

[14] En mars 2000, le deman-
deur a demandé et obtenu un 
passeport. 

100.0 

Given that the test in Toth, 
supra, is conjunctive, I need 
not consider seriousness of 
the issue or balance of con-
venience. 

Étant donné que le critère 
énoncé dans l’arrêt Toth, pré-
cité, est conjonctif, je n'ai pas 
tenu compte de la gravité de 
la question ou de la prépon-
dérance des inconvénients 

Puisque les éléments du cri-
tère de l'arrêt Toth, précité, 
sont cumulatifs, je n'ai pas à 
examiner le sérieux de la 
question de la prépondérance 
des inconvénients. 

22.4 

It is well known that the pre-
sent procedures were put in 
place because a practice had 
grown up in which many many 
cases, totally devoid of merit, 
were initiated in the court, in-
deed were clogging the court, 
for the sole purpose of buying 
the appellants further time in 
Canada.  

Il est bien connu que les pré-
sentes procédures étaient 
mises en place parce qu'une 
pratique avait grandi dans 
laquelle un grand nombre de 
nombreux cas, totalement 
d'honneur, a été introduite en 
cour, de fait n'étaient clogging 
la cour, dans le seul but 
d'acheter les appelants plus 
de temps au Canada. 

Chacun sait que la procédure 
actuelle a été mise en place 
parce qu'une pratique s'était 
développée par laquelle de 
très nombreuses demandes, 
tout a fait dénuées de fonde-
ment, étaient introduites de-
vant la cour et encombraient 
les rôles, uniquement pour 
permettre aux appelants de 
demeurer plus longtemps au 
Canada. 

10.7 

Table 3: The first column is the source English text and the second is the translation produced by TransLI 
with its BLEU score in column 4 when compared against the reference in the third column. The first sen-
tence was translated exactly as in the reference, while the second used a different but quite acceptable 
formulation. An unknown word clogging at the end of the third example produces an unacceptable trans-
lation, which is barely understandable. 

Strategy Sophistication Summary description Additional 
models? 

monotone simple No reordering of target segments no 

distance medium Counts the number of skipped segments when 
producing the target segments  no 

toggle complex 
A reordering model allowing the translation of 
source segments into target ones in either 
monotonic or non-monotonic segment positions 

yes 

* msd complex 
Like “toggle”, but more refined in the ways it can 
position target segments compared to their 
source counterparts’ positions 

yes 

Table 4: Different types of reordering strategies we tested with the Moses SMT engine. These strategies 
are presented in increasing order of complexity. 

Strategy 
Translation 

model  
size 

Training 
time 

Translation 
time wer (%) ser (%) BLEU 

monotone 261 Mo 10 h 0.8 s/sent 41.7 88.4 42.6 
distance 261 Mo 10 h 2.7 s/sent 41.8 88.1 42.7 
toggle no data (Moses crashes during training) 
* msd 444 Mo 10.5 h 4.1 s/sent 41.5 88.5 43.1 

Table 5: Model sizes and times for the training and translation steps for the models of Table 4, along with 
the scores obtained during testing.
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 Tuning corpus  wer (%) ser (%) BLEU 
* tune-1 41.5 88.5 43.1 English → French 
tune-recent 41.5 87.5 42.9 
* tune-1 38.2 83.2 43.7 French → English 
tune-recent 37.5 82.9 44.1 

Table 6: Performance comparison of TransLI, in the two translation directions with tuning corpora  
tune-1 and tune-recent. The asterisk (*) is the default configuration. The gray row indicates the 
better performance. 

 Training corpus wer (%) ser (%) BLEU 
train (244,000 sent) 41.5 87.5 42.9 

English → French train-lexum 
(1,000,000 sent) 37.2 80.1 43.9 

train (244,000 sent) 37.5 82.9 44.1 
French → English train-lexum 

(1,000,000 sent) 34.9 79.1 45.7 

Table 7: Performance comparison of TransLI, in the two translation directions with training corpora 
train and train-lexum. The gray row indicates the better performance. 

 Lexicon use wer (%) ser (%) BLEU 
without lexicon 37.2 80.1 43.9 English → French with lexicon 37.3 80.3 43.8 
without lexicon 34.9 79.1 45.7 French → English with lexicon 35.0 79.5 46.2 

Table 8: Performance comparison of TransLI, in the two translation directions with and without lexicon 
integration. The gray row indicates the better performance. 

 Translation engine wer (%) ser (%) BLEU 
TransLI 37.3 80.3 43.8 English → French Google 48.4 88.8 30.0 
TransLI 35.0 79.5 46.2 French → English Google 45.9 88.5 31.2 

Table 9: Performance comparison of TransLI and Google, in the two translation directions with and with-
out lexicon integration. The gray row indicates the better performance. 

Reordering strategies 

Given the fact that the word order in French and 
English can differ in many cases (see Figure 2), 
we conducted some experiments with the reor-
dering techniques provided by Moses, which are 
briefly described in Table 4. Table 5 shows the 
results that we obtained.  

The default MSD reordering strategy pro-
duced slightly better performance. However, 
given the cost of an additional model it incurs, 
we did not consider this small improvement suf-
ficient to warrant its use in our production con-
text. Rather, we decided to opt for a distance-

based reordering strategy, which seems a good 
compromise between, on the one hand, the 
translation quality of our pipeline and, on the 
other hand, the additional computing time 
needed by a more involved reordering model as 
well as the maintenance effort it would require. 

Tuning corpus 

After training our SMT system with train, we 
decided to change the tuning corpus from 
tune-1 to tune-recent in order to better 
reflect the context of use. Table 6 shows that 
results slightly improved when translating to 
English with a more recent tuning corpus, but 
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they were slightly worse when translating into 
French. For methodological reasons, we prefer 
to use a more recent tuning corpus nonetheless. 

Size of training corpus 

We almost quadrupled the training corpus by 
adding sentences taken from judgments from 
other courts (corpus train-lexum).  Table 7 
shows that this considerably improved the per-
formance of the system, as expected. 

Adding specialized lexicons 

The judicial domain is an area in which a rela-
tively well-defined terminology has been 
adopted and in which there are fixed expressions 
for many concepts. We wanted to see if termino-
logical lexicons would improve TransLI’s per-
formance on these types of expressions. We 
compiled a list of terms taken from two sources: 
a series of French-English equivalents already 
compiled by NLP Technologies for its other ac-
tivities and a list of bilingual terms in many ar-
eas of law (Canadian Passport, common law, 
immigration, Parliament, etc.) found on the web 
site of the Translation Bureau of Canada9. These 
two sources of information provided more than 
33,000 bilingual entries with which we aug-
mented our translation models. 

Integrating this type of resource into a statisti-
cal translation pipeline is a delicate matter, since 
the associations it provides do not come with a 
statistical weight. Many strategies exist to over-
come this. See for instance (Sadat et al., 2006) 
and (Och et al., 2003). 

We chose to integrate these lexical entries by 
considering each of them as a sentence pair, with 
which we augmented our current training cor-
pus, train-lexum. We artificially boosted the 
presence of these entries in the newly created 
corpus by repeating them 5 times each. This 
produced a new training corpus of 1,1670,000 
sentences. Table 8 shows that this addition 
yielded some improvement in the French to Eng-
lish direction, but not in the English to French 
direction, probably because we did not take 

                                                
9 www.bureaudelatraduction.gc.ca  

French morphology into account when we added 
the pairs to the translation model.  

One might think that most of the terms found 
in these lexicons were already in the original 
translation tables built from train-lexum. But 
when we checked, we only found 10% of these 
entries in the translation model built from 
train-lexum. This proportion increases to 
90 % when train-lexum is artificially aug-
mented with the lexical entries. Given the im-
portance of proper terminology in judicial texts, 
we decided to adopt the translation model built 
with the addition of this lexicon. 

Comparison with Google translate 

Google provides a free statistical translation 
service on the web10. We evaluated Google’s 
engine by manually copying and pasting the text 
of test into the dialog box on the Google site. 
The translations were done on April 23rd 2008. 
Table 9 clearly shows that our system obtained 
much better results than that public version of 
Google Translate. Of course, this small scale 
experiment is subject to caution; it was done just 
to show to a potential client that the free solution 
can be improved upon by proper customization. 
Although quite readable, one of the main rea-
sons for the relatively low scores of Google is 
the fact that the terminology used in the transla-
tion is not tailored to Canadian Court judgments. 

Final configuration chosen 

After all these experiments, we opted for the 
following configuration for TransLI as a com-
promise between quality, ease of deployment 
and maintenance and speed of translation: 
• A distance based reordering strategy; 
• A recent tuning corpus; 
• A training corpus as large as possible; 
• Integration of specialized lexicons. 

5 Human evaluation 

Given the fact that the output of our SMT sys-
tem is intended to be provided to revisers to cor-
rect before publication, we did not want to rely 
solely on automatic evaluation measures. 

                                                
10 www.google.com/translate_t 
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We wanted to evaluate both the quality of the 
language produced by TransLI independently of 
the source text and also the quality of the trans-
lation, taking into account the original text. 
These two evaluations were performed for both 
French to English translations and English to 
French, giving rise to 4 evaluation configura-
tions. 

Our test corpus contained thirteen texts but 
one was discarded in this evaluation because it 
was too short (150 words). The average length 
of the English texts was 2010 words and 2254 
for the French texts.  

For each configuration, we randomly selected 
two or three contiguous sentences (between 50 
and 75 words) in each of the twelve texts.  This 
was done in order to have a sample of each text 
while keeping the manual evaluation time rela-
tively short. Of course, this had the drawback 
that the evaluators did not see the full context of 
the translations they were asked to evaluate. 

Evaluation team and set-up 

We organized an evaluation session with three 
members of the NLP Technologies Editorial 
Board including 2 lawyers and one certified le-
gal translator. All three are bilingual persons 
(French and English) but as they are native Eng-
lish speakers, we concentrated our evaluation on 
the French to English translation direction. 

In order to better calibrate the evaluations, 4 
sentence groups taken from reference transla-
tions were included with 8 produced by TransLI. 
The selection between reference and SMT trans-
lations was random. The evaluators did not 
know which ones were the reference translations 
and which ones TransLI had produced. All 
evaluators were asked to evaluate the same set of 
sentences and translations during a single 
evaluation session. 

Quality of the language of the translation 

For the quality of language, we asked the evalu-
ators to assign each passage a score: 1 (unac-
ceptable), 2 (bad), 3 (fair), and 4 (perfect), 
according to whether they found it to be in a cor-
rect and readable target language, independently 
of the source language. This would correspond 

to the case where a non-French speaking person 
wanted to consult an English translation of a 
French text. 

Figures 3 and 4 show the mean score given by 
the evaluators for each text. The 8 histogram 
bars on the left are texts from TransLI and the 4 
on the right represent reference texts. In order to 
facilitate the comparisons, we have sorted the 
scores from left to right for both TransLI and 
reference. Of course, this order does not reflect 
the order in which the evaluators saw these texts. 

For the English version (Figure 3), the aver-
age scores are 2.54 for TransLI and 3.58 for the 
reference.  From TransLI, 6 out of 8 obtained 
scores higher than 2. Only one reference and one 
TransLI output were judged perfect by all evalu-
ators. Some reference translations were deemed 
imperfect by our evaluators, because their per-
sonal preferences regarding certain phrases or 
wording did not match those of the reference 
translator, something to be expected. 

 

 
Figure 3: Mean scores from 1 (unacceptable) to 
4 (perfect) for the English translations. The 
scores are sorted by value for both TransLI and 
reference translations.  

For the French version (Figure 4), the average 
scores are 3.0 for TransLI and 3.75 for the refer-
ence. These much higher scores for French were 
a bit surprising to us since we were under the 
general impression that the English texts were of 
better quality. This impression had been con-
firmed by the slightly higher BLEU scores. The 
high French scores may be attributable to the 
fact that our evaluators, being native English 
speakers, were less inclined to score the French 
version harshly.  
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Figure 4: Mean scores from 1 (unacceptable) to 
4 (perfect) for the French translations. The 
scores are sorted in increasing order of value for 
both TransLI and reference translations.  

Fidelity of the translation 

We also wanted to evaluate to what extent the 
SMT conveyed all the semantic content of the 
original, which we call fidelity henceforth. The 
same three evaluators were given couples of two 
or three sentences containing the source French 
text and the English translation produced either 
by TransLI or by a human translator (the refer-
ence text). 

The evaluators were not asked to grade the 
translations as in the previous section, but to 
modify them in order to make them good 
enough for publication. The evaluators made 
their modifications by editing the text in Micro-
soft Word.  

By comparison with the original translation, 
we counted the number of words modified by 
the evaluators. We hypothesized that the fidelity 
score of a translation would be inversely corre-
lated with the number of corrections made by 
the evaluators. We manually separated all modi-
fied words into two categories: those that we 
judged as linguistic and stylistic modifications 
and those that we considered semantic modifica-
tions. A stylistic modification could be the sub-
stitution of “Finally” with “In the end”, while a 
semantic modification generally attempts to cor-
rect an omission or error made by the SMT. 

In Figure 5, we give only one measure: the 
number of modified words for semantic modifi-
cation between the original and the final version. 
Overall, the evaluators modified 8.6% of the 

words produced by TransLI but also 3.0% of the 
words in the reference. We consider this an en-
couraging result, given the fact that these types 
of texts are very specialized. 

 
Figure 5: Percentage of modified words. The 
scores are sorted by value for both TransLI and 
reference translations. 

A more detailed analysis is underway to better 
understand the types of modifications that were 
made but this would require more translation 
samples. This should help us identify new direc-
tions for improving the translation engine.  

Time needed for revision 
Although it is a bit risky to extrapolate with such 
a small sample, we thought it would be interest-
ing to know if it can be faster to revise TransLI 
output than to revise human translation. Here, 
the reference translations are the human transla-
tion. Our evaluators did not know which transla-
tions had been produced by a human or which 
were produced by a machine. 

We also kept track of the time spent by the 
evaluators on each text. Overall they took an 
average of 27 minutes to revise 8 TransLI texts 
(475 words), which corresponds to 
1070 words/hour. That would amount to 
8000 words per day compared to the mean of 
about 6000 often used in the industry for revi-
sion (4 times the productivity of 1500 words 
translated per day per translator). 

These numbers should also be compared with 
the time spent on reference texts. Our evaluators 
took an average of 6.8 minutes to revise 4 sen-
tences (196 words), which amounts to 1717 
words/hour, a 71% difference compared with the 
revision time for SMT output. 
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6 Future work 

We plan to further the research presented. We 
will first evaluate the French output and perform 
a more detailed analysis of the modifications 
made to the translations by the evaluators in the 
context of a pilot study to be conducted in coop-
eration with the Federal Courts. 

It would also be interesting to perform a task-
oriented evaluation to measure to what extent 
the SMT output can be used in a production en-
vironment without revision. We could also in-
crease the scale of the experiment (additional 
evaluators and evaluation material) to obtain 
more statistically significant results. We would 
also like to know to what extent other configura-
tions of Moses, e.g. factored translation models 
or training at the lemma level, could improve the 
translations. 

7 Conclusion 

To our knowledge this is one of the first times 
that an SMT engine has been developed specifi-
cally for judicial texts. Although these types of 
texts employ a specialized terminology and a 
specific cast of sentences, the availability of 
large amounts of high quality bilingual texts 
made it possible to develop a state-of-the-art 
SMT engine. Although still not of publishable 
quality, the translations of the TransLI system 
that we developed in this project can be readily 
used for human revision, with promising produc-
tivity gains.  A more detailed analysis is in pro-
gress to evaluate the cost-effectiveness of this 
approach in a production setting. 
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