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Abstract
This section of the workbook descrilteg principlesandmechanisnof anintegrativeeffort in machinetranslation(MT) evaluation.
Building upon previaus stardardizatia initiatives, aboveall ISO/IEC 9126, 14598 ard EAGLES, we attenpt to classify into a
coherenttaxoromy most of the characteristicsattributesand metrics that have been proposedfor MT evaluation. The main
articulationof this flexible framework is thelink betweena taxonony thathelpsevaluatorglefinea contextof usefor the evaluated
software,andataxonony of the quality characteristicandassociatedanetrics. The documenbverviews theseelerments andprovides

a perspective onngoing work in MT evaluation.

1. Introduction

Evaluging machhne translation is important for
everone involved: researchermeed to know if their
theoriesmake a difference, commercid developersvant
to impresscustamers, and users have to decide which
system to employ. Given the richnes of the literature,
andthe complexity of the enterprisethereis a needfor
an overall perspectivesamething that heps the potental
evaludor approachthe problemin a moreinformed way,
and that might help pave the way toward an eventual
theory of MT evaluaion.

Our main effort is to build a coherentoveniew of the
various featuresand metrics usedin the past,to offer a
common descriptiveframework and vocabulay, and to
unify the processof evaliation desgn. Therefore, we
presenthere a paraneterizabletaxonomy of the various
attributesof an MT systam thatarerelevan to its utility,
aswell ascorrespondencdsetween the intendedcontext
of use and the desiredsystem qualiies, i.e., a quality
model. Our initiative builds upon previous work in the
standardizatiorof evaluation, while appling to MT the
ISO/IEC stadards for softiare evaluaion.

We first review (Secton 2) the man evaluation
efforts in MT and in sdftware ergineerirg (ISO/IEC
standards). Then we describe the need for two
taxonamies, one relating the context of use (analyzedin
Section3) to the quality charactestics,the otherrelating
the quality characteristis to the metrics.In Secton 4 we
provide a brief overvien of these taxanomies, togeher
with a view on their dissenination and use. We finally
outline (Sedion 5) our perspectivesn currentandfuture
developnens.

2. Formalizing Evaluation: from MT to
Software Engineering

2.1. Previous Approachesto MT Evaluation

The pathto a systamatic picture of MT evaliationis
long and hard. While it is impossible to write a
compréersive overview of the MT evaludion literature,
certaintendenciesand trendsshould be mentioned.First,
throughaout the history of evduation, two aspects- often
called quality and fidelity — stand out. Particulary MT
researchersoften fed that if a systan produces
syntacticaly and lexically well-formed sentences (i.e.,
high qualty output), and does not distort the meaning
(semantics) of the input (i.e., high fidelity), then the
evaludion is suficient. Systemdevelopers iad real-world
users often add evaluation measures, notably system
extersibility (how eay it is for a userto addnew words,
grammar, andtrarsfer rules), coverage(specializaibn of
the system to the domains of interest),and price. In fact,
asdiscwssedin (Church and Hovy, 1993),for somereal
world applicationsquality may take a back sed to these
factors.

Various ways of meawsiring qudity have been
proposed, some focusng on specfic syntactic
construcions (relative clauses,number agreenent, etc.)
(Flanayan, 1994), others simply asking judgesto rate
eachsentenceas a whole on an N-point scale(White et
al.,, 1992 194; Doyon et al.,, 1998) and others
autamaically measuring the perplexiy of a targd text
agairst a bigram or trigram language model of ideal
translatims (Papineni et al., 2001). The amaunt of
agreenent among such measireshasneverbeenstudied.
Fidelity requires bilingual judges, and is usually
measiredon an N-point scaleby having judges rate how
well ead portion of the systemis output expressesthe
contentof an equivalent portion of one or more ideal
(human) translatons (White et al., 1992 19%; Doyon et
al., 1998). A proposal to measure fidelity automatically
by projectingboth system output and a number of ideal
human trarslatiors into a vectorspaceof words,andthen
measiring how far the systam's translaton deviates from
the mean of the ideal ones,is an intriguing idea whose
generaliy still needsto be proved(Thompson,1992).1n



similar vein, it may be possible to use the above
mentioned perplexiy measure also to evalate fidelity
(Papineni et al., 2001

The JganeselJEIDA study of 1992 (Nomura, 1992;
Nomura and Isahara, 1992), paralleling EAGLES,
identified two sds of 14 paraneters each: one that
characterizethe desiredcontextof useof anMT system,
and the other that characterizeghe MT system and its
output. A mappng between thesetwo set of paraneters
allows oneto detemine the degreeof match, and hence
to predictwhich system would be appropriatefor which
user.In similar vein, various companies published large
reports in which several commercid MT systems are
comparedhorowghly on a few dozencriteria (Masonand
Rinsche, 1995; Infoshop, 1999. The OVUM report
includes usability, cugtomizability, applicationto total
translation process, language coverage, teminology
building, docunentation, and others.

The variety of MT evaluatimsis enomous, from the
influential ALPAC Report (Pierce et al., 1965) to the
largestever competitve MT evaluatiors, funded by the
US Defense Advanced Research Projects Agency
(DARPA) (White et al., 1992 1994) and beyond.Saome
influential contributins are (Kay, 1980; Nagao,1989).
Van Slype (1979) produceda thoroughstudy reviewing
MT evaluationat the end of the 1970s,and reviews for
the 1980s can be found in (Lehrbergerand Bourbeau,
1988; King and Fakedal, 1990. The pre-AMTA
workshop on evduation contans a usdul setof papers
(AMTA, 1992).

2.2. The EAGLES Guidelines for
Evaluation

The EuropearEAGLES initiatives (1993-19%) came
into being asan attempt to createstandardsfor language
engneerihg. It was acceptedthat no single evalation
schene could be developed even for a specfic
application, simply becausewhat counted as a "good"
system would dependcritically on the useof the system.
However, it did seen possible to create a general
framework for evalation desigh, which coud guide the
creationof individual evaluatiors and make it easier to
understad and compare the realts. An important
influence herewas the 1993 reportby Sparck-Jaesand
Galliers, later published in book form (1996), and the
ISO/IEC 9126 (cf. next section).

These first attempts proposedthe definition of a
generalqudity model for NLP systems in tems of a
hierarchicaly structured set of features and attributes,
where the leaves of the structure were measirable

NLP

attributes,with which specific metrics were associated.

The specific needsof a particular useror classof users
were cateredfor by extracting from the general model
just thosefeaturesrelevant to that user,and by allowing
therestts of metrics to be combinedin differert ways in
order to reflect differing needs. These attempts were
validated by application to quite simple exanples of
language technology: spelling chedkers, then grammar
checkers (TEMAA, 1996) and translation memory
systems (preliminaly work), but the EAGLES
methodology was also used outside the project for
dialogue, speech recoijon and dictatiorsystams.
When the ISLE project (International Stendardsfor
Language Engineerng) was proposedin 199, the

American partnershadalsobeenworking along the lines
of taxonamies of features (Hovy, 1999), focusirg
explicitly on MT anddevelopingin the sane formalism a
taxonanization of user needs,alorng the lines suggesed
by the JEIDA study (Nomura, 1992) The evaluatin
working groupof the ISLE project(oneof thethreelSLE
working groups)thereforedecidedto concentrateon MT
systams.

2.3. The ISO/IEC Standards for Software
Evaluation

2.3.1. A Growing Set of Standards

The International Organizdion for Standardization
(ISO) together with the Internaticmal Electrotecinical
Commission (IEC) haveinitiated in the pastdecadean
importanteffort towardsthe standardizatiorof software
evaludion. In 1991 appeard the ISO/IEC 9126 standard
(ISO/IEC-9126, 1991), a milestmne that proposed a
definition of the conceptof qualty, and decomposed
software quality into six generic quality characteristis.
Evaludion is the measire of the quality of a system in a
given contet, as statedby the definition of quality as
"the totality of features andcharacteriics of a productor
servicethatbearon its ability to saisfy statedor implied
needs" (ISO/IEC9126,91,p. 2)

Subsequuet efforts led to a setof standardssame still
in draft versiors today. It appearedhata new series was
necesary for the evalation processpf which thefirst in
the series(ISO/IEC-14598,1998 2001, Pat 1) provides
an overview. The new versin of the ISO/IEC 9126
standard will finally comprise four interrelated
standards: standards for software quality models
(ISO/IEC-9126-1, 2001 for external, interal andquality
in use metrics (ISO/IEC 9126- 2 to 4, unpublided).
Regardiny the 14598series(ISO/IEC1458, 1998 2001),
now completely published, volumes sulsequat to
ISO/IEC 14598-1focuson the planning and management
(1438-2) anddocumentation (145%8-6) of the evaluation
processandapply the generic organizdion framework to
developerg1458-3), aqquirers(1498-4) andevaluators
(14598-5).

2.3.2. The Definition of a Quality Model

This subsectio situates our proposal for MT
evaludion within the ISO/IEC framework. According to
ISO/IEC 14598-1(1998 2001, Part1, p. 12, fig. 4), the
software life-cycle startswith an analsis of userneeds
thatwill be arsweredby the software,which deteminein
their turn a setof specificatons. From the point of view
of quality, these are the extenal qualty requirements.
Then, the software is built during the desighn and
developnent phase,when quaity becanes an intemal
matter relatedto the characteritics of the system itsef.
Once a productis obtained,it is possibleto asses its
internd quality, then the exterral quality, i.e., the extert
to which it satidies the specifiedrequirements. Finally,
turning backto the userneedsthat were at the origin of
the sditware, quality in useis the extent to which the
software really helps usersfulfill their taks (ISO/IEG
9126-1,2001, p.11)

Quality in use does not follow auomaticaly from
externalquality sinceit is not possibleto predictall the
resuls of using the sdtware before it is completely
operationalln addition,for MT software,thereseens to



be no straighforward link, in the conceptim phase from
the extemnal quality requirenents to the intemal structure
of a system. Therefore the relation betveen externaland
internd qualities is qute loose.

Following mainly (ISO/IEG-9126-1,2001), software
quality results from six quality characteristis:
functionality
reliability
usability
efficiency
maintainability
portability

Thesecharacteristichave beenrefinedinto sdtware
subcharacteriics that are still doman-independent
(ISO/IEC 9126-1). Theseform a loose hierarcly (some
overlapping is possible), but the teminal entries are
always meagsirable feauures of the sdtware, tha is,
attributes. Following (ISO/IEC-14598, 1998-2001
Partl), "a measirementis the useof a metricto assign a
value(i.e., a meaure,beit a numberor a categoy) from
a scale to an attribute of @ntty".

The six top level quality characteristis are the same
for externalas well asfor internd quality. The hierarcly
of subcharactestics may be different, wheres the
attributesare certainly differert, since extenal quality is
measired through externd attributes (related to the
behaviorof a systam) while internal quaity is meaured
through internd attributes (relatedto intrinsic featuresof
the g/stam).

Finally, qualty in wuse realts from four
characteristis: effectiveness, productivity, safday, and
satigaction. Thesecanonly be measiredin the operating
environment of the sdtware, thus seeming less proneto
standardizationsee however (Daly-Joneset al., 1999)
and ISO/IEC 9126-4).

2.3.3. Stages in the Evaluation Process

Thefive consecuive phasesof the evaluaion process
accordingto (ISO/IEC-9126,1991, p. 6) and (ISO/IEC-
1453, 19982001, Part 5 p.7) are:

» establih the qudity requirements (the list of

required qualiy charactestics);

» specily theevaluation(specfy measuraments and
map then to requirenents);

» desig the evaluation, producirg the evaluation
plan that documents the proceduresused to
performmeasiremerts);

» execute the evaludion,
evaludion report;

» conclude theealuation.

During specfication of the measuraments, each
requiredquality charactestic must be decomposednto
the relevant sub-characteridgts, and metrics must be
specified for each of the attributes arrived at in this
process. More precisey, three elements must be
distinguished in the specfication and desigh processes;
these correspond to the faling stayes n exeaition:

» application of anetric @);

» rating d the measired vaue ©);

* integration (ass&ament) of the variows ratirgs ).

It must be notedthat(a) and(b) may be mergedin the
conceptof ‘measire’, asin ISO/IEC 14598-1,and that
integration (c) is optional. Still, at the level of concrete

producig a draft

evaludions of systams, the abovedistinction, advocated
also by EAGLES (EAGLES-Evaluation-Workgroup,
1996, seens particularly usefu: to evaluatea system, a
metric is applied for each of the selectedattribues,
yielding asa scorea raw or intrinsic score;these scores
are then transformed into marks or rating levels on a
given scde; finally, during assesmen, rating levels are
combined if a ;ngle resilt mus be provided for a stem.

A single final rating is often less informative, but
more adaptedto comparatie evaluation. However, an
expandablerating, in which a single value can be
decomposed on dend into se@eralcomponaents,is made
possiblewhen the relative strergths of the component
metrics are understood. Conversty, the EAGLES
methodoloyy (EAGLES-Evaluation-Workgroup, 1996,
p. 15) considerghe setof ratings to be the final resutlt of
the evaliation.

3. Relation between the Context of Use,
Quality Characteristics, and Metrics

Just as one cannot detemine "what is the best
house?",one cannotexpectto detemine the best MT
system without further specifcations. Justlike a house,
an MT systeam is intended for certain users,locatedin
specific circumstances, and required for specific
functions. Which paranetersto pay attention to, andhow
much weight to assgn eachone, remains the prerogatve
of the user/@aluaor. The importanceof the context for
effedive systeam deployment and use has been long
understood,and has been a focus of study for MT
specificaly in the JEIDA report (Nomura, 1992).

3.1. The Context of Use in the
Standards

While a good definition of the context of use is
essatial for accurateevalation,in ISO/IEC the context
of useplays a samewhat lesserrole. The contextof useis
consideredat the beghning of the softwares life-cycle
(ISO/IEC-14598,1998 2001, Part 1), and appeas in the
definition of qudity in use. No obvious connecton
between quality in use metrics and internal or extemnal
onesis provided.Thereis thusno overallindicaion how
to take into account the context of use in evaluating a
product.

There are however two interesing mentons of the
contextof usein ISO/IEC. First, the ISO/IEC standard
for acquirerg(ISO/IEC-14598,1998 2001, Pat 4, Annex
B, pp. 21-229 examplifies the link betveen the desired
integrity of the evaluatedsoftware (integrity pertairs to
the risk of using the soitware) and the evaluation
activities, in partiaular the choice of a quality model: for
higher integrity, more evaluaion procedureshave to be
fulfilled. The six ISO/IEC 9126 characteristicsare also
orderal differently accordingto the required integrity.
Second,(ISO/IEC-14598,1998 2001, Part5, Annex B,
pp. 22-25) gives anoter relation betveen "evaluation
techriques" and the acceptable riskéd Theseroposals
attempt thus to fill the gap between concretecontexts of
use ad generic quay models.

ISO/IEC



3.2. Relating the Context of Use to the Quality
Model

Whenspecfying an evaluation,the externalevaluaor
— apersonor agroupin chargeof estmating the quality
of MT software — must mainly provide a quality model
basedon the expectedcontext of use of the software.
Guidelinesfor MT evaluationmust therdore containthe
following elements:

1. A classfication of the main features defining a
contextof use the userof the MT systam, the
task, aad the né&ure of hie nput to thesystem.

2. A classfication of the MT software qudity
characteristis, detailedinto hierarchies of sub-
characteristis andattributes, with intemal and/or
external attributes (i.e., metrics) at the bottom
level. The upper levelsoincidewith the ISO/IEC
9126 characteristics.

3. A mappirg from the first classfication to the
second,which defines (or at least suggests) the
characteristis, sub-charactestics and attributes
or metrics that are the most relevant for each
context d use.

This broadview of evaluation is till, by comparism
to ISO/IEC, focsed on the tecticd aspecbf evduation.
Despitethe proximity betweenthe taxonamy of corntexts
of useand quality in use,we do not extend our guidelines
to quality in use, since this must be measired fully in
context, using metrics tha have less to do with MT
evaludion than with ergonamics and productivity
measires.Thereforewe haveproposeceisavhere(Hovy,
King and Popescu-Be$i, 2002) a formal model of the
mappirg at point (3) above.

To summarize, building upon the definitions in
Section 2.3.3., we corsider the set of all possible
attributes for MT software {A;, A,,..., Ay}, and the
process of evahtion s definedusing threestages andthe
correspondingnappigs: my; (applicationof metrics),r;

From this point ofview, the correspondenceéescribed
at point (3) alove holdsbetwveen a context of useand the

addressedby providing, for each context of use, the
correspondingassaegament function, i.e. the function that
assgns a greaterweight to the attributes relevant to that

choosiry a linear selectioffiuncton.

4. The Contents of the TwoTaxonomies

The schena belonv gives a general view of the
contens of the two taxonamies. The first oneenumerates
non exclusive characterists of the context of use
groupedin threecomplementary parts(tak, user,input).
The secondone developsthe quality model, and its
startirg point is the six ISO/IEC quality characteristis.
Thereadewill noticethatour efforts towardsa synthess
havenot yet succeededn unifying intemal and external
attributesunderthesesix charactestics. As mentionedin
Section 2.3.2., the link between internal features and
externalperformanceis not yet completely clearfor MT
systems. So,theinternalatributesarestructuredherein a

branch separatefrom the six ISO/IEC characteritics,
which aremeasired ly extenal metrics.

For lack of space,the hierarchiesbelow representa
brief snapsot of the actud stateof our proposal,which
may be revisedunderfeedbackirom the community. The
full verdon avdlable over the Intemet (http:/
www.issco.unige.ch/projects/isle/taxonomy2
has about 30 pages,and expaxds eachtaxon with the
correspondingmetrics extractedfrom the literature. The
webste providesan interactiveversim and a printable
version d the taxonamy.

— Secifying the context of use
— Charactestics of the translaiin task
— Assimilation
— Dissemination
— Communication
— Characteristics of the user of td& system
— Linguistic edication
— Language proficiencin source language
— Language proficiencin target language
— Presentranslation needs
— Input characteristics (auth@ndtext)
— Document / text type
— Authorcharacteristics
— Sources of error inhe hput
— Intentional errorsources
— Medum-related error sources
— Performanceselated errors
— Quality characteristics, sub-characteristics and ata#h
— Systen internal characteristics
— MT sysem-speciic characeristics
(translationprocess)
— Model of translation process (rule-based /
example-based / statistical / translatimemory)
— Linguistic resources ahutlities
— Characteristics related tioe nterded mode of use
— Post-edithg orpost-translation capacities
— Pre-edithg orpre-translatin capacities
—\Vocabuary sarch
— User performed dictionary updating
— Automatic dictionary updatg
— Systen external characteristics
— Functionality
— Suitability (covermge — readability —
fluengy / syle — clarity — teminology)
— Accurag (text as a whole — individual
sentence level — types of errors)
— Inteloperabiity
— Compliance
— Security
— Reliabilty
— Usability
— Efficiengy
— Time behavior(production time / speedof
translation- readng time — revisionard post-
editing / orrectiontime)
— Resource beavior
— Maintainability
— Portability
— Cost

Practicalwork using the presenttaxonamy was the
object of a series of workshops organized by the



Evalugion Work Group of the ISLE Project. There has
been considerablecontiruity betveen workshops, with

the resdt that the most recert in the seriesoffered a

number of interesthg examples of using the taxonamy in

practice. A very wide range of topics was covered,
including the development of new metrics, invedigations

into possiblecorrelationbetveen metrics, ways to take

into accoumdifferentuserneedsnovelscenariodoth for

the evalation andfor the ultimate useof an MT system

and ways to automate MT evalation. The four

workshopstook placein October200 (at AMTA 2000,

April 2001 (stand-alonehands-o workshop at ISSCO,
Geneva), June 2001 (at NAACL 2001) and September
2001 (at MT Summit VIII).

Among the first conclusions dravn from the
workshopsis the fact that evaluatorstend to favor some
parts of the secondtaxonomy — especialy attributes
relatedto the quality of the output text — andto negled
some others— for instancethe definition of a userprofile.
It appearsthat the sub-hierarcly related to the "hard
problem",i.e. the quality of output text, should be better
developed. Sub-charactertgs such as the trarslation
quality for noun phrase (which is further on split into
several attribtes) attracted stegdnterest.

The proposed taxononmes can be accesed and
browsed through a computer interface. The mecansm
that supportsthis fundion also ensuresthat the various
nodes and leaves of the categoriesare stored in a
common forma (based on XML), and simplifies
considerabl the periodic update of the classfications
(Ppescu-Bek et al., 2001). A first versimm of our
taxonamies is visible at http://www.isi.edu/
natural-language/ mteval andthe secand one at
http://www.issco.unige.ch/projects/
isle/taxonomy?2 — thetwo sites will soonmirror a
third, updated version.

5. Towards the Refnement of the
Taxonomies

The taxonamies form but the first stepin a larger
program- listing the essatial paranetersof importance
to MT evaluatim. But for a comprehasive and
systematic understading of the problem,onealso hasto
analze the nature and resuls of the actual evaluation
meaaires used.In our currert work, a primary focusis
the anaysis of the measiresand metrics: their variaion,
correlation, expected deviation, reliability, cost to
perform, etc. This secton outlines first a theoretical
framework featuring coherace criteria for the metrics,
then lists the (unfortunately very few) examples from
previous research.

5.1. Coherene Criteria for Evaluation Metri cs

We have defined coherence criteria for NLP
evaludion metrics in an EAGLES-baed framework
(Ppescu-Bek, 1999). The following criteria, appliedto
a casewherethereis no goldenstandardto comparea
system’'s responseto, enable evduators to choosethe
most suitable metric for a given attribute and help them
interpret thameasires.

A metric my; for a given attributeA is a fundion from
an abstract'quality space’onto a numeric interval, say
[0,1] or [0%, 100%]. With respectto definition (a) in
Section 2.3.3., eaclystam occupiesa placein the qualty

spaceof A;, quantfied by that metric. Since the goal of
evaludorsis to quartify the quality level using a metric,
they must poll the expertsto getan ideaof what the best
and theworst qualiy levels are forA;.

It is often easy to find the bestquality of a resporse,
but there are at leasttwo kinds of very poor quality
levels (a) the worg imaginable ones (which a system
may rarely adually descadto) and(b) thelevelsattaned
by simplistic or baselinesystens. For instance, for the
capaciy to translatepolysemous words, a system that
always outputs the most frequent sense of sourcewords
doesfar betterthan the worg possiblesystan (the one
thatalways getsit wrong) or than arandam system. Once
these limits are identified, the following coherace
criteria should be tested for:

e UL —upper limit: A metric for an attribue A, must
reach 1 for best quality of a system, and
(reciprocally) only reach 1 when the quality is
perfect;

e LL —lower limit: A metric for an attribute A; must
reachO for the worg possiblequality of a system,
andonly reach 0 whenthe qualty is extramely low.
Since it is not eay to identify the set of lowest
quality cases, one agaalternatiely ched that:
= receivirg a 0 score corresponds to low qual
= all theworst quality resporses receie a 0 score;
= thelowesttheoreticalscoresarecloseor equalto

0 (a necessar condition for the previous
requiranert).

e M — monotonicity: A metric must be monotonic,
that is, f the qualiy of system A is higher than that of
system B, thenthe scoreof A must be higherthanthe
score ofB.

One should note that it is difficult to prove that a
metric does satify thesecoher@ce criteria, and much
easierto usecouwnter-examplesto criticize a meaureon
the basisof these criteria. Finally, one can alsocompare
two metrics, stating that m; is more severethanm, if it
yields laver scores for each possible tjualevel.

5.2. Analyzing the Behavior of Measues

Since our taxonomy gathers numerous qudity
attributesand metrics,therearebasicaspectof MT that
may be ratedhrough severakttributes,and eachattribute
may be scoredusing several metrics. This uncomfortable
state of #airs callsfor investigation. If it shouldturnout,
for a given charactestic, that one specfic attribute
correlatesperfecty with human judgments, subsimes
most or all of the other proposedmeasires, can be
expressedeasily through one or more metrics, and is
cheapto apply, we should have no reasorto look further:
that aspect ofhie taconamy would be settled.

The full list of desideratafor a measure is not
immediatel clear, but thereare same obvious ones. The
measire:

e must be eagto defne, clear andnituiti ve;
e must correlatewell with human judgments under
all conditionsgenres, domans, etc.;



* must be “tight, exhibiting as little variance as
possible across evalators, or for equivalen
inputs;

* mustbecheapto prepare(i.e., not requirea great
deal of human effort for training data or ideal
examples);

* must be cheap to apply

» shoud be autonated if posible.

Unexpectedy, the literature contans rather few
methodologicalstudiesof this kind. Few evaluatorshave
bothered to try someme elsés measuwes too, and
correlatethe resuls. However, thereare same advances.
In recent promising work using the DARPA 1994
evaludion reaults (White et al., 1992 199), White and
Fornerhavestudiedthe correlationbetwveen intelligibility
(syntactic fluency) and fidelity (White, 2001) and
between fidelity and noun compound trandation (Forner
and White, 2001). As one would expectwith meaures
focusing on aspecs asdifferert assyntax and semanics,
some correlationwasfound, but not a clearone.Papineni
et al. (2001) comparedthe scoresgiven by BLEU, an
algorithm mertioned abovewith human judgmerts of the
flueny and fidelity of trarslatiors. They found a very
high level of agreement, with correlationcoeficients of
0.99(with monolingual judges) and 0.96 (bilinglanes).

Another important matter is inter-esaluator
agreenent, reported on by mog careful evaluations.
Although theway oneformulates instrucions hasa major
effed on subjects’ behavior, we still lack guidelinesfor
formulating the instructiors for evduators,and no idea
how variations would affect systems' scores.Similarly,
we do notknow whether a 3-point scaleis more effective
thana5- or 7-point. Experimerts areneededo detemine
the optimal point betveen inter-evaluator consigency
(higher ona shorterscale)andevalationinformativeness
(higheron alonger scale).Still anotherimportant issueis
the number of measure points requiredby ead metric
beforethe evalationcan be trusted,a figure that can be
inferred from the corfidence levels of past evaludion
studies.

In the ISLE researchwe are now embaking on the
desiqy of a progran tha will help addressthese
questiors. Our very ambitious goal is to know, for each
taxon in the taxonamy, which measure(s) are most
apprriate, which metric(s) to usefor them, how much
work and costis involvedin appling eachmeasire, and
what final level of scoreshauld be consideredacceptable
(or not). Armed with this knowledge, a would-be
evaludor would be ableto makea much more informed
selection ofwhat to evduate anl how to go about it.

5.3. A View to the Future

It can be appreciatedthat building a taxonomy of
featuresis an arduoustask, made more difficult by the
fact that few extemal criteria for correctnessxist. It is
eay to think of featuresand to createtaxonamies; we
therefore have several suggegions for taxonany
strucure, and it isunfortunately vety difficult to arguefor
the correctnessof one aganst anoher. We therefore
explicitly do not claim in this work that the present
taxonamy is correct,complete,or not subjectto charge.
We expectit to grow, to becomemore refined,andto be
the subject of discusion and disagreenent — that is the

only way in which it will show its relevace.
Nonethelss, while it is possibleto continuerefining the
taxonany, collecting additional reference, and

classfying additional measires, we feel that the most
pressimg work is only now being started.Thetaxonamy is
but the first step toward a more comprehasive and
systematic understading of MT evaluaton in all its
compleity, including a dedicatedorogram of systematic
compariso betveenmetrics.

The dreamof a magic test that makeseverything eay
— preferablyan automated process- always remains. A
recentcandidateproposedy (Papineniet al., 2001),has
thesedesirablecharactestics. Should it be true that the
method correlatesvery highly with human judgments,
and that it really requiresonly a handful of expert
translatims, thenwe will be sparedmuch work. But we
will not be done.For althowgh the existence of a quick
and cheap evaationmeagireis enough for many people,
it still doesnot cover more than a small portion of the
taxonamy; all the other aspectof MT that peoplehave
wished tameasure in he past rmain to bemeasired.

A generaltheme running throughout this docunent is
that MT evaluatian is simply a special,although rather
comple, case of software evaludion in general. An
obviousquestionthen is whetherthe work describechere
can be extended to other fields. Same previows
experience has shown that it applies relatively
straichtforwardly to sane donains,for exanple,dialogue
systams in a specific context of use. However, as the
systams to be evaluded grow more complex, the contexts
of use becane potentally almog infinite. Trying to
imagine them all and to draw up a descriptie scheme as
we are doing for MT systams becanes a challenging
problem, that must be addressedn the future. It is
neverheles our belief that the basic ISO notion of
building a quality model and associatig appropriate
metrics to it $ioud carry over to ahost ary application.
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Abstract
This sectionof the workbook providesthe descripton of the MT evaluationexercisethatis proposedto the workshopparticipants,
including the specification of the metriésr MT evaluation thatheparticipars are suggested to usela tvorkshop.

1. A Collective Hands-on Exercise

1.1. Motivation

The motivations behind the LREC 2002 MT
Evaludion workshop are groundedin previous work in
thefield, describedat lengthin the previows section. The
workshopis the sixth in a series of handson workshops
on MT Evaluation,orgarized in the framework of the
ISLE Project.

The goal of theshandson evalation workshopsis to
carryon a collective effort towards the standardizatiorof
MT evaluation.The ISLE taxonamy hasbeendesgned
for standardizationput it would have not reachedthe
presenstatewithout feedbackirom the participantsat the
workshops.Conversely, the participans have broadened
their view of MT Evaluation, through the concreteuseof
the ISLE taxanomy for the despn of toy evaluatiors, but
also through extensive disaussions with the organizers
and other participants.

Same of the workshops have focused more on the
setupof an evaliation dependig on the desred context
of use, others on metrics, others on reporting reaults
obtained in this framework. As pointed out in the
previous secton, the need for a clear view of the
performances of various metrics has prompted the
organizatim of the preseit workshop, «Machine
Translation Evaluation Human Evaluators Meet
Automaed Metrics». Through handson application of
selected metrics from the present workbook, the
participantswill be able to familiarize themselves with
the currernt problens of MT Evaluation, to get a first-
handexperiece with recentmetrics and to contributeto
researchin this field by their own observatios of the
metrics behaviors.

1.2. Desciiption of the exercise

The participantsto the workshop are sugyestedto
register with the organizerswell before the day the
workshop will take place (May 27, 20®). Thus, both
organizersand participantswill be able to preparein
advancean evaluation exercise (requiring severalhours
of work), so that the workshop itself can be devotedto
the exploitation of those resilts.

The evaluation study that all participans are kindly
required to carry on can be smarized as follavs:

1. Selecttwo evaluationmetrics among thosedescribed
belowv, preferaby one «human-tased and one
«automated> (more than two iswelcame!).

2. Optionally, add one othe metrics thatyou haveused
beforein MT evaluation,or any persaal suggegion
for ametric.

3. Using thetestdataprovidedby the organzers,apply
the selectedmetrics and computethe scoresof eath
translation, on a 0%—-100% scale.

Thetestdatais describedn the next documentof the
workbook and can be downloadedfrom http://
WWW. i SSco. uni ge. ch/ projects/islel/nteval
-may02/ . It consistsin two sourcetexts in French,
eachwith a referencetranslation and abouta dozen
translatios to be evaliated, from various systans
and humans.

4. Sendthe reailts by email to the organizers (e.g.,
Andrei.Popescu-Belis@issco.unige.ch ), to-
getherwith any comments you beliere usdul.

5. Prepae a brief accountof the evaluation (about10—
15 minute talk) to be presentedat the workshop,for
instance by first answering the question «what are
the strorgeg andthe wegesd pointsin the measures
thatyou used®

1.3. Exploitation of the Reslis

Theresultsof theseevaluationswill be discussedand
highlighted at the workshop from the perspectie of
presentesearclgoals. Regardingindividual metrics,the
scoresobtainedby different evduators using the same
metric will inform the community aboutthe reliability of
that metric (cf. precedingdocument, 5.2), by computing
standard deviationnal interannotator agrement.

The other importart resut of the pre-workshop
evaludions will be dataon cross-netric correlation,i.e.
the agreenent betweenpairsof metrics. Thisisimportar
both for metrics basedon human judges (it ill usrates
how well the specificdions are definedor how coherent
the judges are) and for autamated metrics (for which
agreenent with a reliable human judgement is almostthe
only proof of coherence). These meta-evaluation



considerationswill be analyzed at the workshop by the
organizers,basedon the reailts sent to them by the
participants. These consideratsomill constitute he basis
for discusion and conclisions of theworkshop.

2. Specifications @& the Metrics
2.1. Preambe

The metrics tha are proposed in this application
illu stratea broadspectrunof thosethat were synthesized
for the ISLE MT evaluation framework. The two
categorieddentified belowv parallel of coursethe title of
the workshop, «Human Evduators Meet Automated
Metrics». In the history of MT evaluation, given the
difficulty of the tak, most of the quality judgments, and
later ‘metrics, we carried on by humans. However, as
explainedin the previous chapter,the utility of auomatic
meagaires has always been clear: they provide cheap,
quick, repeatableand objective evaluatia. 'Objective
mears herethat the same trarslationwill always receive
the same score,as opposedto human judgesthat may
havefluctuating opinions. However, since human judges
are the final referexce in MT evaludion, the resuts of
autanatedmetrics must correlatewell with (some aspect
of) human-basedmnetrics.

The metrics specfied belov must of course be
integratedin a broaderview of evaluaion, since none of
them is sufficient to deternine the overall quaity of a
system. As statedin the ISLE taxonamy, it is the desired
contextof useof the evaluatedsystean that deteminesa
‘quality model’, namely a setof uselul features, to which
severalmetricsare associatedlt is only the combinaion
of thesescoreghat providesa goodview of the quality of
the g/stam in thegiven cantext.

Documentation aboutthe metrics belov (apartfrom
the references quoted) can be found in several papers
available over the Internet. The ISLE evaluation
workgroup has a webpage at  http:/
www.issco.unige.ch/projects/isle/ewg.html
with links to previows Workshop material for MT
Evaludion, and to electronic versiors of Van Slypes
(19) reportandof the MT Evaluationworkshopheld at
the MT Summit VIII corference.The ISLE taxonamy
can be found at http://www.issco.unige.ch/
projects/isle/taxonomy2/

Below is a synopss of the metrics that will be
described in the reaining part of his document.

(A1) IBM's BLEU and he NIST version

(A2) EvalTrans

(A3) Named ently translafon

(Ada) Syntactic correctnes

(A4b) X-Score /parsability

(A5a) Dictionary update / omber of
untranslaedwords

(A5b) Translation of dmain terminology

(A6) Evaluding syntactic correctnesfrom the
implementaion of trandfer rules

(H1) Readimg time

(H2) Correction / post-editig ime

(H3) Cloze test

(H4a) Intelligibility / fluency

(H4b) Clarity

(H5) Correctness / adequactfidelity
(H6) Informativenes: canprehasion tak

2.2. Automated/automatable metrics

2.2.1. IBM's BLEU and the NIST version (A1)

We mention first the most recer proposal of an
autanated metric for MT Evaluation, namely the BLEU
algorithm proposedy atean from IBM (Papinenietal.,
2001; Papineni, 2009. The principle of this metric,
which was fully implemerted, is to compute a distance
betwveen the candidatetransldion and a corpusof human
«reference» translaions d the sairce text. The distands
computedaveraing n-gram similitude betveentexts, for
n=1, 2, 3 (highervaluesdo not seen relevant). Thatis,
if the words of the candidatetranslatian, the bi-grams
(couplesof conseative words)and tri-grams arecloseto
one or more of thosein the reference translatiors, then
the candidate scorddgh on the BLEU metric.

Apart from intuitive arguments, the metod to find
out whether this metric really reflects translaion quality
is to compareits resuts with human judgements, on the
same texts. In-house data(Papineniet al., 2001) aswell
asthe DARPA 1994 data(Papineniet al., 2002), were
usedto test the coherencebetween human scoresand
BLEU scores, ad this wasfound acceptable.

The metric was alsoadaptedor the recentNIST MT
Evalugion campaign (Doddingtan, 2001). The main
chargeswere:text preprocessig, a differentiatedweight
associatedo N-grams basedon their frequeng/, andthe
useof tri-grams only. Thesemodifications must still be
discusedby the community, but the NIST providesyet
the scriptsimplemenrting the BLEU metric as well asits
adaptation, at:  http://www.nist.gov/speech/
tests/mt/mt2001/resource/ .

We do not describefurther this metric, but would like
to refer the participantsto the documentation quoted
above which provides sough resairces to applit.

2.2.2. EvalTrans (A2)

Automatic corpus evalation extrapolation using
EvalTrans(Niessa et al., 2000) gives statstics, such as
the average Levenshtein distarce standardizedto the
lengh of the targetsentence.Thetool canbe downloaded
at http://www-i6.informatik.rwth-aachen.de/
HTML/Forschung/ Uebersetzung/Evaluation/.

The first step is to load and save the human
translatims. For the preseit workshop, the referece
translation aswell as the other human trarslations of the
same source text will congitute the «reference set.
Whenthe systam is setup to work autamatically, it wil |
searchthis reference databasefor sertences which are
most similar to the madine trarslatedsentencethat must
be scored.

However, in order for the extrapolation to be
performed,the Levenshtein distance algorithm needsto
be seededwith scoresfor some (at leastone) manualy
evaluded sentece. For this, a baseline madine
translation (for instance)needsto be loaded and some
sent@ce pairs need to be evaluated.



Next, the «test corpus senteces needto be loaded.
Theseare the madine translatians for eachsourcetext.
For eachsetof «testcorpus sentences,which comprise
each madine trarslation of a source text, subjective
sentece error rate (SSER) and multi-reference word
error rate (MWER) will be calaulated by the autométic
metric.

» Several stastics of interestwill be produced:
Average number of «perfect» (scored 10)
referencesentences per evalation sentence pair
(to indicate hw reliable he mMWER is).
(averagescore) / (value of all (evauated/
extrapolated) sentence pairs)

Standard deviation ohe score
Subjectivesentence error rate (i.e., 100% * (1 —
averagescore)).An averae scoreof 0.0 results
in a SSER of 100%,an averagescoreof 10.0in a
SSER of 0%.

Subjective sentence error rate weighted by the
length of the taget satences

Average extrapolation distance: averae
Levershten distance (per target word) of all
extrapolated sentees

The SSER indexes each senience, then uses the
MWER, the number of perfectreferencesentences,the
absoluteLevenshtein distance to eachsentence, and the
Levershten distanceto that sertencev. the length of
current satence.

The mWER is the word error rate againstthe mog
similar referencesentence which has beenevaluatedas
«peffect» (i.e., has beenassigned a scoreof ten). It is
calculatedas Levenshteh operationsper referenceword
(and can thus exceed 100%). Average mMWER for an

evaludion corpusis calculatedword-wise, not sentence-
wise.

Another meagire, the information item error rate, is
not includedbecauset relies heavly on manual scores,
useof which would defeatthe purposeof the autanated
metric.

2.2.3. Named entity translation (A3)

The NEE metric (Named Entity Evaluation) is
describedfor instancein (Reederet al., 200]). Since
autamatedsdtwareto supportthis metric is available, it
has been corsidered here an autanated metric.
Participantsto the workshop may of course appl it
marually, given the snall amount of tes data.

The processfor utilizing this metric is relatively
straichtforward: a) identify the named ertities within a
given test corpus; b) pull unique entities from the
documert; c) find the entities in the systeam output text;
and d) compareentities in the output text with those
identified in the referencetext (see Figurel below).
Identifying the named ertities in the referancetransldion
requireshuman annotatian, and is the only stage of the
process to do so.

In a concreteexample of this metric, to preparethe
corpoar for evaluation,two expert annotatorsused the
Alembic Workbenth (Day et al., 1997; see also
http://www.mitre.org/technology/alembic-
workbench/ ) annotation tool to tag occurreces of
named entities according to the MUC  amotatin
guidelines. After the named entities are tagged in the
referencetrarslation (desighated here by ANNO), the
metric can be applied.

Human REFERENCE
Translatg TRANSLATION Human
SOURCE Annotator
DOC
SYS-1 ANNOTATED
MT TRANSLATION TRANSLATION

ALIGNMENT

ANNO & SYS-1
ALIGNEDDOCS

NE SCORNG

SYSTEM (SYS-1)
SCORE

Figure 1. Scoring techiquefor the NEEmetric.
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The next stage is to align the ANNO trarslation text
with the evalation text (the output of the system SYS-1
for this exkample). Toscore the translatiofpr eacharticle
in the aligned pair, the tagged named entities are pulled
from the ANNO and a list of unique names for the
comparisa unit (paragraphor article)is preparedThis is
followed by nomalizaion. At this time, the
nomalizaion stepsappliedare: (a) substitition of non
diacritic markedlettersfor the equivalent diacritic mark
character for Romance languages (for instance a
becomsa); (b) down-casng; (c) the nomalization of
numeric quantities (particularly for numbersunder 100)
and (d) the removal of possesies. Other nomalization
stepsmay be needed,as well as the incorporation of
partial matchscorirg (seeReederet al., 2001). Oncethe
named entity list and the SYS1 tokers have been
nomalized, the searchfor named ertities in the token
lists is straghtforward. Only exact matches given the
nomalizaion stepsdescribedare consideredat this time
and all result here rdéct ths.

2.2.4. Syntactic correctness (A4a)

The following describes syntax metric basedon the
minimal number of correctionsnecesary to renderan
MT output senteice grammatical. Each evaluaor must
trandorm each sertence in the MT output into a
grammatical sertenceby making the minimum numberof
replacemats, corrections,rearrangment, deletions,or
additionspossible.The syntax scorefor eachsentaceis
then defined as the ratio of the number of charges for
eachsentenceto the number of tokers in the sentence.
For the purposesof this ted, a token is defined as a
whitespace-detnited string of letters or numbers.
Additionally, individual punctuation marks, since they
are subjectto comection, are also countedas separate
tokers. Eachitem of punctuationthatoccursin pairs(e.qg.
bracketspracesguotationmarks, parenhess) is counted
asaseparateéoken.Thus,in the following sertence there
are 24 tokens:

* Mary, who had goneto seethe fountain (in the

center of town), said that it was turned off.

It is important to remember that the final edited
senteice needonly be syntactcally correct. Thatis, the
final resut may be samanically anomalous. Raters
shoud endeavorto produce a syntacticaly correct
senteice by making as few changes possible to the
original MT output. Deletions,subsitutions, additions,
andrearrangments arecountedby totaling the number of
wordsdeleted substiuted,added ,or moved. In the event
thatthereare combinedoperationsfor example, moving
a phraseconssting of four words, of which one hasbeen
deleted, the move is computed after the deletion is
counted, this he abovementioned operationvould result
in one deletion and 3 moves. Finally, errors in
inflectiond morphology are not courted in the syntax
metric. In applying this metricto testdata,it was found
that even when evaluatorsarrive at the sane scorefor a
given sentence (thatis, they havethe same total number
of changes), they often choosea differentcombination of
the four operationsto arrive at their final grammatical
sentece. The metricasit stards hasnot beenautanated,
andwould indeedbe very difficult to auuomate;however,
partial autamation, sudh as automaic tracking and

11

countng of necessay edit operations,would greatly
assis$ in appling this metric in an efficient manner.
2.2.5. Automatic Ranking of MT
by X-Score (A4b)

Systens

Background: The X-Scoremetric aims to rark MT
systams in the sane orderaswould be given by a human
evaludion of the Fluency of their outputs (Hartley &
Rajman, 2001; Rajman & Hartley, 2002). The metricis
especialy adapted teank madine trarslatiors relative to
one another,ratherthan comparing human and macine
translatims. This metric was derived from experiments
conductedon the French-English segment of the corpus
usedin the1994DARPA MT evaluatim exercse.In that
exercise,human evaluators scored translatiois of 100
sourcetexts by 5 MT systems for their Flueng (among
other attributes).To establishthe presat metric, the F-
scores (Fluency scores) for individual texts were
convertednto rarkings of systems using the aggregation
techrique of rarking by avera@ rarks (averae rark
ranking or ARR). Using the sanme ARR tednique,
rankings were compued on the bask of the X-score for
eachdocunent. The X-scoreswere found to representa
very good predicor of the ranking derived from the
human evalations (H-rarkings). The distance betveen
the H-rarking and the X-rarking is 1, correspondingdo a
similarity of 93.3%,a precisionof 93,3%and a recall of
93.3%.If restrictedto the mostcomplete partial ranking,
thesevaluesimprove to a distanceof 0.5, a similarity of
96.7%, gorecision of 100% and a recall of 93.3%.

Computing the X-Score The X-score is taken to
measire the granmaticdity of the trandations. For any
given document, the X-scoreis obtainedasfollows. First,
the document is analzed by the Xerox shallow parser
XELDA in orderto producethe syntactic dependencies
for each sentence constituent. For example, for the
sentaice The Ministry of Foreign Affairs echoed this
view, the following syntacticdependaciesare produced:
SUBJ (Ministry, echoed); DOBJ (echoed view); NN
(Foreign,Affairs); NNPREP (Ministy, of, Affairs).

On the corpususedin (Hartley & Rajman, 2001),
XELDA produced?2?2 different syntactic dependenies,
among which:

e RELSUBJ: for exanple, RELSUBJ(heariny, lasted)
in «a hearirg that lastednore han tvo hours;

* RELSUBJPASS: for example, RELSUBJPASS(
program, agreed) in «a public progran that has
already beengreed on .»;

e PADJ: for exanple, PADJ(effects, possible)in «to
examine the dfects as possible

« ADVADJ: for example, ADVA DJ(brightly, colored)
in «brighty colored doors.

After eachdocument has beenparsedwe compute its
dependeng profile (i.e. the nunber of occurrencesof
each of the 22 dependenciesn the document). This
profile is then used to derive the X-score usng the
following formula:

«  X-score= (#RELSUBJ #RELSUBJP&S-#PADJ
—#ADVADJ)

Note that several formulae would have beenpossible
for computing the X-scores.The above-nentioned one



was selectedn suc a way that,if appliedto the average
dependeng profile, it correctly predicted the average
rank rarking (ARR) derived from the F-scores.In this

serse, one can s& that the computation of the X-score
was specifcally tuned to the test data and so it was

consideredquite ad hoc in (Hartley & Rajman, 2001).
However, this is not true of (Rajman & Hartley, 2002).
This second experment retaned exacty the same

formula for the X-scoreswhile completely changing the
human evaluations — evalators directly assigned
rankings to seriesof trandations instead of assgning

individual scoresto eachof the translations. Moreover,a
new MT system wasadded,not presentat all in the data
that was usedfor the tuning. Thus, thereis no reasonto

believe the X-scoresto be ad hoc, which strorgly

increasegheir chances of being highly portableto other
experimental data.

Computing the Rankings For each of the
documerts, the scores ofhe systems arefirst trarsformed
into rarks andthe averaje ranks obtainedby the systems
over all the docunents arethenusedto producethe final
ranking.

2.2.6. Dictionary update and domain
terminology (A5b)

Dictionary update(also known as non-translatedor
untranslatedwordg and domain terminol@y are two
potentially automatable metrics. Although related,thes
two metrics are not idertical, as can be see from their
descriptionsbelow. There are many ways in which a
dictionaly update meagsire could be calculated,but it
seams obviousto usetwo objectiveand eay to observe
features of MT output:

» the rumber ofwordsnot translated;

» the number of domain-specfic words that are

correctly translated.

It is thesetwo feaurestha hawe beendescribedin
previousrelatedwork, including (Vanni & Miller, 2002),
and thatwill be specified below

(A5a)

2.2.7. Number of untranslated words (A5a)

This metric makes use only of the target text. It is
basedon the intuition that trandation qudity is linked to
size of vocabulay. In its simplest form, the number of
words left untrarslatedis counted. By untrarslated, we
mean simply that a word which shauld be translatedis
not, andis simply copiedover untouchedinto the target
text. (This reflecs the behaior of mary machine
translation systems). There are, of course,words which
shoud not be translatedmog propernames are a good
example): not trandating theseitems is not countedasan
error. A score is obtained by thalowing calalation:

*  (number-d-untrarslatedwords) / (total-numberof-
wordsin-text) x 100 = percentage{o untrarslated-
words... high is bad

Onepossibleway to autanatethis metric would be to
run a spelling cheder over the target text and court the
number ofmistakesfound. This would, of course pick up
any spelling mistakes in translatedwords which might
exist, as well as finding words which were not legd
words of the targetlanguage; however, this amount is
probaly low for translatios prograns, which generate
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words basedon valid dictionaries. On the whole, this
autamaic measure might not invalidatethe metric asan
indicator of overall traslation quéity.

In discwssing the automaton of this measure, it is
worth noting that some MT systems provide as ancillary
output statistics conceriing the numbersof untrarslated
wordsin the output. However, this is not the casefor all
systams. In thesecase, otherautanatedmeans must be
developedfor computng this measure. In casesof
languages using a non-Roman script or containhg
characteroutdde the standardlower-ASCII range found
in typical English text, onepossibleway of cownting non
translated words (for systems that simply pass
untranslaedwords tirouch in the traaslaton) would beto
locate and count tokens contairing thesecharactershat
do not appeaitin English text. However, evenin the case
of the Japanes&nglish systems same systams did
producea romanization of the untrarslated words, and
did not leave them in the native script. The
romanizations contaned only charactersfound in the
lower portion ofASCII.

Given that this metric is intendedto compute the
number of words that the MT systam was unable to
translate anotherpossibility would be to usea tool such
asispell in order to identify nonEnglish strings within
the outpu trandation. Counting these strings and
comparng with the output of a utility such as wc (Unix
word count) could provide a ratio of untranslaed words
in the aitput text.

Two potentialproblams with this last approachcould
both lead to undercountig the number of untranslated
wordsin a text. First, includedin the untrarslatedword
count for Japanese- English translaticn were Japanese
particlesand other bits of non-English material, which
may or may not have beenthe reault of romanizadion of
text found in the source Examplesof this include na, re,
X, andinu. AnotherJapanesearticle,no, did not appear
in this context in the trandation, but hadwe relied on an
autamated speling-basedidentification of untranslated
words, words like no, which also happento be valid
English strings (althaugh with a differert meaning)
would be left uncownted. Secondy, untrarslated word
scoreswould likewise be affected for languages that
sharea high numberof cognates with English. For these
languages, the string in the sourceand targetlanguage
may beidentical, andthus not countedasan untranshted
word, regardless afthether thesystan actually trarslated
theword or simpy passed it trough.

The applicationof this metric to trandations produced
by human trarslators is samewhat doubful: human
translators when faced by a gap in their lexical
knowledge try to work round the problem, and do not,
nomally, simply transcribe the problematic word or
leavea gap.lt is possiblethough thatthe spelling mistake
variationmight be infomative.

It is alsoworth noting that while untrandated words
certainiy have animpacton the usability of MT output,
sud outpu often contans sentencesthat are completely
uninteliigible, but in no way dueto untranslatedwords.
Thus, this test shauld clearly not be usedin isolaton to
provide a picture of overall MT quality, whether quality
is definedalongthelinesof clarity, fluency, adequag, or
coherence.



2.2.8. Translation of Domain Terminology (A5b)

The domain teminology scoreis calculaed as the
percentageof correctly trarslated pre-idenified doman
terms. The procedurefor this testis asfollows: First, a
list of key term trarslations is extractedfrom the human
translation. To accomplishthis, ratersindividually seled¢
key tems from the human trarslaion, and then the
separatekey tem lists are reconciledbefore application
of the teg to the MT systams' output. This step is
amenable to auomation, but has not as yet been
autanated.During the testapplication,systems receivea
point for eachtermm for which the trandation matchesthe
human translation exactly, and no point othewise. The
final score is the percetage of exactly-matched
translatioms ofkey tems.

Thereare two divergent directiors in which this test
could be developedn the future.First, it could be made
more sersitive to acceptablevariation in transldion of
key tems by applicatim of the ACME Cloze test
methodolog/ as describedfor instancein Miller (2000).
This metodolog simulates basng lexical tess on
multiple  human translaion, while sufficienty
constraifing the strudure of the trarslation to enable
autanated conparisan.

2.2.9. Evaluating syntactic correctness from the
implementation of transfer rules (A6)

This metric proposalis the resut of two previows
studies. In the first former study, the auhors chose to
countthe number of NPs (noun phrases)and VPs (verb
phrasesjn sourcetext and targettexts, a first indication
being given by non parallel data (Mustda ElI Hadi,
Timimi, Dabbadie,2001). Another study preseated the
resuls on the sane corpus after teminological
enrichment (Must&a El Hadi, Timimi, Dabbadie, 208).

Neverthéess,the use of finer grained criteria such as
adjectivesor prepositional phrasescount coud also be
envisgged. Any overlap of this threshold might then be
consideredas an indicaton that MT system may have
failed to analze source syntactic structure and that
therefore the initial figuresrequirefurther analysis. But
this methodolog is still impreciseand limited to a first
indicationof MT system’s anaysis failure,when a gapis
observed on non parallel data. The use of this
methodolog/ also implies that the testis carried out on
relatively syntadically isomorphic languages such as
Frenchand English. A methodolog including a teg tool
that would implement source and target trandfer rules
might probaby prove more accurateand also apply to
non isanorphic larguages.

We propose here the following steps for the
application of thametrics:

1. Deducea setof Frend / English trander rules
from the sourcetext andthe referenceranslaion
(this part irvolves manual processig).

Write a script(e.qg.,in Javaor Perl) to implement
these ries (if not, go to point n. 3)

Ched thatthese rules apply through the various
candidate translaions from the test data
(autamaticaly with the script omanualy).
Generateanoutput failurefile (or elsecarty outa
marual check) and work out syntactic
correctness.
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2.3. Human-basd measues

2.3.1. Reading time (H1)

Readirg time canbe definedin oneof two ways: oral
reading tine or closed readingntie.

Oral reading timeg(Van Slype, 1979)endsto meaure
moreclosely with intelligibility and alsotendsto be more
relevantto higher quality trarslations. Therefore, for
eachdocument, the evaluatorsshould read out loud the
first paragraphand timethelength of timethatit takesto
read each saple. The numberof wordsthencan be used
to calculate avords peminute (WPM) rate:

WPM = number-of-words / reading-time

The closerthe WPM rate is to the WPM of natural
language (dependig on the evaluator), the higheris the
quality of thetranslaion (on a scaleto be definedby eat
participant).

Closedreadingtime relatesto the amount of time that
auserneedgso reada docunentto a «sufficient» leve of
understading. The sufficient level is often paired with
other measirements such as comprehasion scoreon a
test. Still, the instuctions can be given that the readers
measire the amount of time necesary to arrive at an
understading they considerto be sufficient to answer
basicquestiors aboutthe text. Words-per-nnute rate can
be calculated inhe sane way.

2.3.2. Correction / post-editing time (H2)

This metric is basedon the intuition that the time
requiredto producean acceptabldranslationfrom a raw
translatim (wheter produced by a human or by a
machine) is inversey proportionalto the overall quality
of the rav trarslation.

It canbe measired fairly easily by noting when the
person responsiblefor the revision/post-ediing stars
their task andwhen they finishit, nomalizing the reault
by taking into account the size of the text meauredin
words, then multiplying by a fixed factor in order to
obtain a number on a wider scale.For this exercise,the
following calalation is siggesed:

e (number-d-minutesspent-in-correction) / (total-
number-d-wordsin-text) x 10 = correction-tme...
high is bal

Notethatthis metric canonly sensibly be appliedto a
whole text timing correctionto smadler text elementsis
both anngiing for the person doing the timing and
difficult to do reliaby.

A variation on this metricis to count not the overall
time but henumber of ke strokes made by he corrector.

It should be noted that this metric is samewhat
problematicboth with respectto validity and reliability
for a number of reasons
The amaunt of correctionneededdependsn part
on the ultimate use to which the trandation will
be put: a text destned for publication will
probaly be treatedwith more care than a text
intended for information assinilation, for
example
The errars correcteddiffer in their nature. There
will be straichtforward grammatical or lexical
errors, as well as more complicaed stylistic
errors.Thiswill affecttheamount of time needed
to carry out the correction.This would not matter



so much if those doing the correction always

agreed on what corrections are needed. But,

inevitably, where mattes of style are concerned,
no sut agreenent exists.

» Thereis considerablevariety amongst correctors
and the way they work. Some work quickly and
decisivel, others are more hestant and
sometimes diange heir minds.

e Correctors may be influenced by knowing
whether they are dealingwith a human produced
translation or a machine produced translatian.
One anecdotetells of correctorscorrecting far
more on machine produced translation but
spendilg comparatively less time in doing so
becausehey felt no needto takeinto account the
computers feelings.

Participantsvho chooseto work with this metric are

invited to reflect on these issues and on possible
improvenents to the emple metric defned here.

2.3.3. Cloze test (H3)

This metricis reportedby Van Slype (1979)asa test
of readabiliy. It may however alsobe thought of asatest
of fidelity or of intelligibility, since it is basedon the
ability of a readerto supply a missing word correctly,
which intuitively relates both to readabiliy and
intelligibility when thetargettext aloneis consideredand
to fidelity when thesource texts teken into accout.

The metod is simple. Evely n-th word in the
translation is deleted(in the Van Slype Report (1979),
n = 8, but othervaluesappearalsoin the literature).The
translatian is then given to a group of readerswho are
askedto suppl the missing words. Two scoresare
nomally computed,onebasedon the numberof answers
which compriseexadly the suppresseariginal word, the
otherbasedon the number of answvers with a word close
in meaning to the original word. The secondscorehasto
be interpreted partly irhe light of the firg score

e (number-d-exactarswers) / (numberof-deleted-
items) x 100 = percentage-eéxactitems-supplied...
high is gaod

*  (number-d-close-aswvers) / (number-d-deleted-
items — number-d-exactitems-supplied) x 100 =
percentag®f-closeitems-supplied...high is good

A possible we&ness of this metric is that it
potentialy also tess the intelligence and wealth of
vocabulay of the readersupplying the missihg words.
This weaknesscan be mitigatedby controlling the size
and ype of he group of readers.

A secaod possiblewe&nes appearsf the translaed
text is tedhnical in nawre: the readershave to have
suficient knowledge of the subject matter to make it
plausiblethat they should be ableto suppl the missing
items.

Van Slype (1979) also points out that same texts are
more redwndant than others in the way they cary
information,and thatif trarslations of severalexts areto
be compared,it is important to take this factor into
account. Heuggests hat his can be done by caying out
aCloze test also orné orighal tex.
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2.3.4. Intelligibil ity / fluency (H4a)

Intelligibility is one of the most frequently used
metricsof the qudity of output.Numerousdefinitions (or
protocolsfor measiring it) havebeenproposedor it, for
instence in Van Slypes reportor in the DARPA 1994
evaludions. We outline herethe definition proposedby
T.C.Halliday in (Van Slype, 1979, p.70), which
measlires ntelligibility on a 4-pait scale (0 to 3).

Intelligibility or comprehesibility expresse how
intelligible is the output of a trarslation device under
different conditions (for instance, when the sertence
fragments are traslatedwhile beirg entered, or aftezach
senteice). Comprehasibility reflects the degreeto which
a completetranslaton can be understood.Intelligibility
canbe basedon the general clarity of trandation, or the
output can be corsideredin its entirety or by segments
out of contat.

The following scale of intelligibility has been
proposed, from 3 to 0, 3 being theost intelligible:

e 3 — Very intelligible: all the cortert of the
message is comprehasible, even if there are
errors of style and/or of spelling, and if certan
words are missing, or are badly translated, but
close to the target tguage.

e 2 — Fairly intelligible: the major part of the
message pases.

« 1 - Barely intelligible: a partonly of the content
is understandablerepresentig less than 50% of
themessaye.

e 0 — Unintelligible: nothing or almost nothing of
themessaye is canprehersible

To apply the metric, the following steps are
suggested:

1. Take the referencetrarslation of a text (or the
source ifyou are proficientn that language).

2. Separate and mber the smterces.

3. Takea candidateranslationanddo the operation
(2) on it. Match senteces with those in the
reference/sorce trankation.

4. Rate sentences from the candidate transldion
using the 0 to 3 scale described above.

5. Optional: to nomalize scores, calculate
intelligibility on a 0% to 100% scale, by
averagng settence ratigs over hewhole text.

6. Praduce a finakcore for each tratation

2.3.5. Clarity (H4b)

In work describedn (Vann & Miller, 2002)a metric
calledclarity is proposedhatmergesthe ISLE categories
of comprehesibility, readabiliy, style, andclarity into a
single evaludion feature.This measire ranges betwveenO
and 3. Ratersaretaskedwith assgning a clarity scoreto
each satence accordipto thefollowing criteria:

Score Criterion
3 mearing of sentenceis perfedly clearon
first reading
2 mearing of sentence is clear only after
same refletion
1 saome, although not all, meaning is ableto
be gleanedfrom the sentence with same



effort
Meaning of sertence is not apparent,
even dter sane reflection

0

Sincethe feaure of interestis clarity and not fidelity,
it is sufficient that some clear meaning is expresed by
the sentence and not that tha meaning reflect the
mearing of the input text. Thus, no referenceto the
source text or reference translaion is pemitted.
Likewise, for this measure, the sertence need neither
make sersein the contet of the restof the text nor be
grammaticaly well-formed, since thesefeatures of the
text would be measured by tess proposedelsevhere,
namedy the coherenceand syntax tests, respectiely.
Thus, the clarity scorefor a senteceis basicaly a snap
judgement of the degreeto which some discernible
mearing is cawveyed by tha serience.

2.3.6. Correctness / adequacy / fidelity (H5)

This evaluaton metric reprisesthe DARPA 1994
adequacytest(Doyon, Taylor, andWhite, 1996).As with
that tes, thereferencetranslationor "authority versin" is
placednextto eachof the trandations of the sourcetext,
to be usedas a comparism agang eachone, human or
mactine. Beforethetestis performed, both the "authority
version" as well as ead of tramslations should be
segnented, with ead text separatedinto sertence
fragments to appearnext to the correspondig fragment
in the translaion.

Onceeachtranslaton is lined up with its equialert,
evaludors grade eachnit on a scale of onto five, where
five represents paragraptcontaning all of the meaning
expressedn the correspondingext. The Adequacyscale
is as follaws:

5 — All meaning expressedn the sourcefragment
appears in the tratationfragment

4 — Most of the source fragmert meaning is
expressed inhe trarslation fragment

3 — Much of the source fragment meaning is
expressed inhe trarslation fragment

2 — Little of the source fragment meaning is
expressed inhe trarslation fragment

1 — None of the meaning expressedn the saurce
fragment is expressed inhte trarslation fragment

2.3.7. Infor mativeness: canprehension tak (H6)
There are two methods for testirg comprehasion.
The mostcommon of theseis the readirg comprehersion
exam (egd., Somers& Prieto-Alvarez,2000; DARPA-94;
Tomita1992).In this case,the evaluatorsdesgn a setof
questiors, usualy under 10, for the given texts.
Sametimes, as in the caseof Tomita, these tess are
strucured first and then applied to the translaions.
Tomita began with the Test of English as a Foreign
Language (TOEFL) examinaions which he then
translatedo Japanesand had studerts take. The theory
being hat he better scores on thgam will have reaulted
from the bettertranslatians. The big difficulty (Somers&
Prieto-Alvarez,2000)is thatit is difficult to testonly the
readingwithout bringing a large amount of pre-eisting
world knowledgeto thetable.In addition,the desig and
strucuring of such examinatiors is an art in ad of itséf.
The secondmethod for a comprehasion test takes
insteadthe task of figuring out the kindsof questions that
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one might wantto be able to ansver from a translaion
and detemining whether the trarslation can support
angvering saidquestons. For instance,one might want to
know the people,placesand organizatios mentionedin
an article. This is coveredby the named entity metric.
Yet, it is really only the first stage of measirement. The
secondar measure would be to look to determineif the
entity relatiorships arealsopreservedy thetrarslation-
that is, who belong to what organization or who did
what to whom. This is the quegion we began to study at
MT Evaluation workshop organizedat NAACL 2001,
when we askedparticipans to fill in templatesbasedon
specific kinds of quesions. The better systams would
enablethe succesful template filli ng and scorirg would
follow Mess@e Understandig (MUC) guidelines. It is
this type of exercseyou will be akedto do at this time.
The previousy identified named entites will be used
here.You will fill outtemplatesto anaver specfic detaik
of events or relationkips betveen parties.
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Abstract
This sectionof the workbookdescribeghe testdatathatis proposedto the participants The datais part of a broader-scopecorpus
containng translatons pralucedby studentsard correctedby their professorsSucha corpuswill be usedin automaticevaluationof
MT systems. This sectiondescribeshe structure of the corpus and provides somesample data. The full workshopdatacan be
downloadedrom: http://www.issco.unige.ch/projects/isle/mteval-may02/

1. Introduction

Severalauomatic measires for MT evaluationhave
beenproposedand computdional tools to carty them on
effedively are now available. From Henry Thompsa's
(192) proposalto IBM’s BLEU, through Niessenet al.'s
(20M0) proposaland NIST’s 2001 MT Evaluation,all of
thesemeasiresmake heary useof large set of reference
data (or golden standard).

It is indeed acknavledged that, while a unique
«correct trarslation» of a source is inaufficient for
evaludion (since anoter perfectly acceptablerarslation
can differ sulstartially from the first one), the solution
may redde in the use of a set of referencetrarslations,
which will hopefdly encanpas the range of possible
variatiors among acceptabldrarslatiors. Oncesud a set
available, the qudity of candidatetrarslations can be
judged with respectto it, by auomatically computing a
similarity distance betveen the candidate and the set.
Evaludion is thusgreatly accelerated.

However, producingsuch resources$s quite expensve.
A team of profesionaltranslatorsmust be hiredandasked
to translatea numberof referencetexts. The quality of the
referencetrarslations thus producedwould be high, but
maybe some more simplistic formulations, acceptable
from an MT system, would not be presentin the corpus,
thus biasng the reslts.

We prgose here to build eompusof transldions usng
translatims exams from the Ecole de Traduction et
d’Interprétation (Universty of Genera). These
translatims are encodedusing markup, togeter with the
correctionsmadeby professorsand most important,with
the grade that has beendecided.We describebelow this
construcion effort, than describehe datathat will be used
in theLREC 2002 MTEvaluation Workshop.

2. Description of the corpus

2.1. Structurin g the data

One of the principlesunderlying the encodimg of the
datais to encodethe mostpart of the informaton present
on the paper version tiie exam. Thisincludesmainly the

text producedby ead student,the correctionsaddedby
the professorgradirg the &am, and thefinal grade.

We chosean XM L-basedannotaion format, with one
file per translaton. Each file has a headercontaning
usdul data(exceptthe name of the student, who is never
typedin), and a <conter> elenent with the trarslation.
Insteadof giving the DTD that was written, hereis an
example d exam file.

<?xml version="1.0"
encoding="is0-8859-1"
standalone="no" ?>
<IDOCTYPE exam SYSTEM " exam.dtd">
<exam>
<header>
<index>101</index>
<author>101</author>
<date>11/02/2002</date>
<source-language>en</source-language>
<target-language>fr</target-language>
<level>2e cycle (years 3-4)</level>
<exam-title>Traduct. FR/EN</exam-title>
<comments>Exam graded by two
independent reviewers. This is a non-native
English speaker. Teacher's comments: "Your
style was confident, your English
idiomatic. Only minor mistakes appear in
the flow of your translation. Good work."
</comments>
<grade max="6.0" pass="4.0">5.0</grade>
</header>
<contents>
<title-zone>
<s>..</s>
</title-zone>
<p>
<s>..</s>
</p>
</contents>

</exam>

Figure 1. Example of traslationheader.

Togetherwith the DTD, we also usetools to validate
eachXML file, aswell asa simple XSL file (styleshed)
that extracts he origind textand discardghe markup (this
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stylesheetis usedto producethe workshopdatadescribed
in thenext sectim).

The innovaive part of this corpus of «imperfect
translatimsis the encoding of the mistekes,togeher with
their corrections.This requirenent rendersthe typing of
the dataa bit moretedious,but increaseshe value of the
resourcesincethe erroneougragmentsof thetexts can be
discarded(or given a lower weight) when computing the
distance beteen a candidate tranglan and the corpus.

Several corventions have been used to encodethe
mistakes and ther correction: the <m> tag denotesa
mistake, and the attributes encodeits correction.The ‘t’
attributeencodeghe type, as notedby the professor(*—
mears a fragment to be deleted),while the ‘w’ attribute
encodeghe replacenent string. Missing partsareencoded
as an empty <m/> element, with t=»miss» and w=»the
missing string». A sample correctedparagraphis shown
below.

<p>
<s>Just like you, we feel convinced
that the prevention of drug addiction
<mt="-"" w="none">s</m> starts at
home, through <m t="-">the</m> <m
t="miss"  w="a good"/><m t="w"
w="relationship">relation</m> between
adults and children, by strengthening
self-esteem.</s>
<s>The findings of recent studies
clearly show that the earlier the

prevention, the <m t="gr"*  w="more">
most</m> efficient it is.</s>

</p>

<p>

<s>You do not necessarily need to be a
specialist in drug addiction <m t="-">
s</m> to talk over this issue with
your children.</s>
<s> The most important thing <m t="-"
w="is">lies in</m> dialog, <m t="-">
in</m> attentive listening, <m t="-">
in</m> reciprocal confidence.</s>

</p>

Figure 2. Translated paragraph and annotatestakes.

2.2. Presen state d the corpus

The copuspresentedboveis still underconstuction.
As membersof the TranslationFaailty at the Universty
of Genera, we have beengranted accessto the written
examinations of trandations students (anorymized). We
are focusing, for this corpus, on pure trandations: the
students are requiredto produce,in a limited amount of
time and without dictionay, atranslatian of a pieceof text
— in generalan excerptfrom an article or essg, broadly
speakng with a «generab vocabulay (through more
specific éams, sich & law trarslation, do exi8.

Severallanguage pairs are testedfor at our faculty.
The best representedones, in terms of number of
translatims, are trandations from English into Frend.
However, given that a majority of researbersfocuses on
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translatian into Endish, we collectalsoFrend-to-English
translatios (les rumerous).

The quality level of thesetrandationsis quite variable,
aswell asthedifficulty of the sourcetext. A considerable
part of the corpuscomesfrom entry-level examinations,
but thereare alsotrandations from studentsthat are close
to graduation;in this case,the sourcetexts are more
«difficult» (a notion bhatmust stil be quantfied).

The correctionsare done on the paperversionby two
graders teacherof the faculty. Their annotatims are by
no means standardizedput we attempt to graspthem in
the most precise manner using the annotation format
described ative. The encoding principle ibdtstripping a
text from its XML annotationmustyield exactly the text
produced by the candicate. The consistecy and
correction of the typed texts are cheded by a second
annotator, and the validity of the XML maik-up is
checked agast the DTD usinga parserXalan-Jaa).

For the time being, a total of about50 transldions of
two texts have been encoded.The public distribution of
this data isstill under consideration.

2.3. Possible usesof the capus

The constructionof this corpusis part of a long-tem
effortin MT evaluatian at ISSQO/TIM/ETI, University of
Geneva. The man useof the corpusis as a resourcefor
autamaic evaliation, where the cdsof theresairceliesin
typing and encoding the data, rather than asing
professionaltranslatorsto trandate a given saurce text.
Given thatthis is a corpusof «impeffect» trarslatiors, we
must encodealso the correctionsthat were madeby the
graders(teachers).This increass the reliability of the
corpus when used for autamatic evalation, since the
erroneousfragments of the student translatins can be
discardedor given less confidence. The gradesobtained
by ead trarslation can also be used to moduate the
confidence attributed to each trslation.

The comus can also be used, of course,to extract
statistcs aboutthe typesof trarslatiors mistakes, and the
correlation betwveen the distribition of mistkes in a
translation and the grade scoredby that trarslation. Of
course,the corpuscould sere alsoto explore autanatic
techriquesto gradehuman trandations, which differ quite
strondy from machne translatins (trarslation quality,
proximity to source strctures, etc.).

3. Description of test data for the workshop

For the presentworkshop, the organizersprovide test
dataconsistng in two sds of translaions extractedfrom
the corpus, enrliedwith mactinetrandations of the same
text. The test datais avalable at the workshop’s site
http://www.issco.unige.ch/projects/isle/
mteval-may02/

e The sourcetexts (10S.txtand 20S.tx} are excerpts
from two longer essgs, originally in Frend — the
sourceis of course provided, as well as a reference
translatim for each text (10A.txt and 20A.tx)
constructedfrom the best studenttranslaions, using
alsothe teader’s correctiors. Of course thesearen’t
meart to be «the perfecttranslaion», but only correct



translatimsthatare closeenough to the saurcetext to

help evaliators thado not understad Frent

For eachof the two saurce texts, we provide abouta
dozentranslatimsin English, some of them by trarslation
students and same by commercial systems available over
the Intemet. Translationsare numbered 101.txt through
113.txt and 201.txt through 213.txt (three numbers are
missing from the secondi st, for techical reasms). There
is no particularorder,andin particular1XY.txtvs. 2XY.txt
are not necessanl translated by the same trarslator
(human or g/stem).

The humantranslatorswerenotingructedto useeither
of the particular varieties of English (British vs.
American), hence same slight speling variatons. The
systems were simply those made available over the
Internetby variousproviders,aslistedfor instanceon the

following page, compiled by Laurie Gerber:
http://www.lim.nl/eamt/resources/ . We do not
wish to disclosethe names of the systems that produced
the various trarslations, since the evaluations producedn

thisworkshop do not claim comercid-level reliability.

A sample of thetrarslations producedfor thefir st text
(including sourceand reference) is provided for visual
comparisa in the table belw.

Subiject to availabilit, and depending mdecisiors that
will be madeafter the time of writing, extra datawill be
made available at the workshop’s website (http://
www.issco.unige.ch/projects/isle/mteval-
may02/ ), andthe participantswill be informed assoonas
possible about updates.

efficace.

Source text
Comme vous, noussanmescorvaincus quela prévention destoxicomanies commencedansla famille, dansla
relation entre adulteet effiants, a traves le refiorcemert de I'esime de soi.
Les réalltats d'éudesrécentes le démontrent clairement : plus la prévenion commence t6t, plus elle est

Il n'est pasforcémert nécesaire d'étrain spécialiste des kicomanies pour aborder ce sujet avec voaats.
L'essertiel est aileurs, das le dialogie, dans'écoue, la confimce réciproque.

Reference translation
Like you, we arecorvincedthatthe prevenion of dependencbegins at home, through the relationship betwveen
adults ad children. This is donétough renforcing the dild's sef-esteen.
The findirgs of recent tudies cleary show that the earlier preveioh garts, themore eficient it will be.
You do not necessayiheed to be an expert in drug dependence kaatabut ths issuewith your dildren.
What realy matters § talking togeher, listaning to eab other, and hang mutual corfidence n one andter.

Translation 101

Justlike you, we feel corvincedthat the preventon
of drug addictionsstartsat home, through the relation
between aduls and children, by strergthening sdf-
esteen.

The findirgs of recent wdies clearly show that"the
earlier the preventig themost dficient it is."

You do not necessanl needto be a specialistin
drug addictions to talk over this issue with your
children.

The mostimportantthing liesin dialog, in attentive
listening, in reciprocal confidence.

Translation 108

As you, we are cornvincedthat the prevenion of the
drug addiction begins in the family, in the relation
among aduls andchildren, through the intensffication of
the respect of one.

The results of recen studies demonstrate him(it)
clearly: the morethe prevention begins early, the moreit
is effective.

It is not necessarily necessay to be a specialistof the
drug addiction to approach this subject with your
children.

The main partis samewhereelse,in the dialogue, in
the ligening, themutual canfidence.

Translation 102

One thing issure,we both agree: preméon of drug
addiction starts at home, throuch the relationships
between adults and children wherethe sef-esteen has
to be strendtened.

Outcames of recent studies carried out recenty,
cleary demonstrate that the sooner the prevention
begirs, the better and thmore succegul it will be.

You needrt be a specialistin drugsto talk aboutit
with your chidren.

It is necesawy to listen to them you must establgsh
a real dialogue based on reciprocal confidence.

Translation 109

As you, we are convincedthat the prevenion of the
drug addiction begins in the family, in the relation
betwveen adults and children, through the intensification
of the sef-respect.

The results of recen studies demonstrate him(it)
clearly: the morethe prevention begins early, the moreit
is effective.

It is not necessarily necessay to be a specialistof the
drug addiction to approach this subject with your
children.

The main partis samewhereelse,in the dialogue, in
the ligening, themutual canfidence.

Translation 103
Like you, we are corvinced that drug prevenion
begirs within the family, in the relationgip between

Translation 110
Like you, we are corvinced that the prevenion of
drug-addiction starts in the family, in the relatin
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grown-upsand children, through the encouragenent of
self-esteem.

Recentstudies have clearly showvn that the earlier
the prevetion begns, hemore dficient it is.

It is not unavoidaby necesaryto be a specialistin
drug addictionsto talk about this subject with your
children.

What mattes moreis disaussion, attentive listening
andmutud trugt.

between adults and children, through the reinforcement
of the regard of orgelf.
The resultsof the recentstudies show it clearly: the
more he prevetion darts early themore it is éfective.
It is not inevitably necessay to be a specialistin
drug-addiction to tackletis subjectwith your chidren.
Essenceis elsavhere, in the dialogue, in listening,
reciprocal confidence.

Translation 104

Like you, we are corvincedthat the prevenion of
dependencebegins at home, through the relatiorship
of parentswith their children. This is donethrough the
reinforcament d the dild's sef-esteen.

As recentstudies have clearly shown, the earlier
preventionstarts, he more eficient it will be.

You do not necessanl needto be an expertin
dependences to talk abohtst issuewith your children.

Whatreally mattersis talking togeter, listening to
each other, and kimg coriidence in one aother.

Translation 111

Like you, we are corvinced that the prevenion of
drug-addiction starts in the family, in the relation
betwveen adults and children, through the reinforcement
of the regard of orgelf.

The resultsof the recentstudies show it clearly: the
more he prevetion darts early themore it is éfective.

It is not inevitably necessay to be a specialistin
drug-addiction to tackletis subjectwith your chidren.

Essenceis elsavhere, in the dialogue, in listening,
reciprocal confidence.

Translation 105

Like you, we arecorvincedthat prevention startsat
home:therelatiorship betwveenparentsand childrenas
well as the ¢ild's self-esteen are ofgreat mportance.

Recentstudies have shown very clearly tha the
earlier prevention stars, the more effective it will
prove.

You do not necessanl needto be an expertin
addictions to talk abouhat issie with your children.

Exchanging thoughts, ligening to each otheaswell
asmutual trust ismuch more inportant.

Translation 112

As you, we are corvinced of the prevention of the
drug addictions beghning in the family, in the
relationdip between aduls and children, through the
reinforcament d the esteen of themselves.

The resultsof recen studiesdemonstrateit clearly :
the earlier the prevetion bedns, themore eficient it is.

Him n ' is not inevitably necesary of to be a
specialistof the drug addictionsto approachthis subject
with your chidren.

The essentialis elsevhere, in the dialogue, in the
listening, the reciprocal trust.

Translation 106

Like you, we are corvincedthat the prevenion of
drug addiction begns within the family, in the
relationdip between aduls and children, through the
reinforcement d seff-corfidence.

Recentstudy resuts shaw this clearly: the earlier
the prevetion stars, themore eficient it is.

It is not completely necessay to be a specialiston
drug addiction to discuss this subject with your
children.

The importancesi elsevhere: it is n thediscussia,
in the Istening, in the mutual corfidence.

Translation 113

Like you, we are corvinced that the prevenion of
drug-addiction starts in the family, in the relation
betwveen adults and children, through the reinforcement
of the regard of oreelf.

The resultsof the recentstudies show it clearly: the
more he prevetion darts early themore it is éfective.

It is not inevitably necessay to be a specialistin
drug-addiction to tackletis subjectwith your chidren.

Essenceis elsavhere, in the dialogue, in listening,
reciprocal confidence.

Translation 107

Asyou, we arecorvincedthatthe prévenion of the
toxicomanies begin in the family, in the relation
betwveen aduls andchildren, through the reinforcement
of the estes of onesel.

The resultsof recen studiesshow it clearly: more
thepréverion begn early, more shes efective.

It is not necessarily necessay be a specialgt of the
toxicomanies to approach this subject with your
children.

The essentialis elsavhere, in the dialog, in the
listen, reciprocal confidence.

Figure 3. Excerpt from lhe test data: swce text (Frach), referace traslation, cadidate
translatims from humans and from canmercial systems available over therternet.
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The referencesof the two source texts are the

following:

Excerptsfrom the brochure«Prévair ses erfants des
problémesde drogue», Institut Suissede Préventia
de I' Alcoolisme et Autres Toxicomanies (ISPA), 24
p., 199.(Free, oder athttp://www.$a-ispa.ch
Micheline CentlivresDemornt, «Hommes
combattats, femmes discrets: aspects des
résistamces subalterns dans le corflit et I'exil
afghan» (p.169-182excerptat p. 178). In «Hommes
ameés, femmes aguerries: rapports de genre en
situaions de corflit amé», Femeke Reysoo, editor,
DDC/Unesco/IUED, Geeva, 2001, 25p.
Procedings of a colloquiun hdd at the Institut
UniversitairedesEtudesdu Dévdoppemat, Geneva,
23-24 January 2001.

Available freely at the IUED’s presssewice or at:
http:/Mww.unige.ch/uedhew/information/publicatio
nsp_tm_hommes_ames_fenmes.html).
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