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MACHINE TRANSLATION OF LANGUAGES

I. K. BELSKAJA

Academy of Sciences, U.S.S.R.

This paper attempts to outline, from a linguistic point of view, some of the recent achievements
of the machine translation research group of the U.S.S.R. Academy of Sciences.

THE  MECHANIZATION  of language  translation
appears first to have been proposed somewhat before
the time of the electronic computers*. It was not
until these high speed data-handling devices became
available, however, that the idea could be made
reality.

In recent years a considerable number of papers
dealing with the machine translation problem has
been published. Research in this field is being
carried out by several research centres in different
countries.

INTRODUCTION

The first experiments in machine translating from
English into Russian were carried out at the Institute
of Precise Mechanics and Computing Technique
of the Academy of Sciences late in 1955. A detailed
description of these experiments can be found in
the paper presented by Dr 1. S. MUKHIN at the
London convention on Digital Computer Tech-
niques', April, 1956.

Our ecarly version of the machine translation
dictionary included 952 English words along with
their 1073 Russian equivalents. At the present
time 5000 words are entered into the dictionary,
2500 of them being English words, and the rest
are their Russian equivalents. It must be admitted
that this vocabulary is sufficient for translating
publications in mathematics only, for which purpose
it has been compiled.

From the very beginning machine translation
was restricted to scientific texts, and for two reasons:
linguistically, the difficulties here are very notably
less, and, practically, the translation of scientific
publications is by far the most urgent problem of
the day. As to the grammar part of the translation
programme it has very little, if at all, been affected
by the fact that a very limited field, that of mathe-
matics, had been chosen for machine translation.
Indeed, the grammatical programme has proved to
be universally applicable.

Special experiments were made in order to find
out whether the same grammatical programme can
be applied to a text having as little to do with

*As early as 1933 the first design of an automatic dictionary was
proposed by P. P. TROJANSKY (U.S.S.R. Patent N40995).

mathematics as, say, an article from The Timest or
a passage from Charles Dickens (7able 1). The
experiments have proved the success of our ideas
on the possibility of having a universal grammatical
programme for the machine translation of any two
languages; in the vocabulary field a series of
specialized dictionaries, covering different fields of
human activities, are unavoidable. Our general
principles have withstood another test: they were
extended to cover machine translation from
languages differing from English, in structure, as
much as Japanese, Chinese and German. These
experiments having been successful; the principles
may be considered as basic in the solution of the
machine translation problem.

GENERAL CONSIDERATIONS
The problem of language translation by machine
has often been compared with those recently
solved in cryptography. The disappointment of
those who proceeded in their machine translation
investigations from these premises was unavoidable.

Still popular with some of the investigators in the
field of machine translation is the idea that to
translate from one language into another one needs
'to descend from each language to the common
base of human communication—the real but as
yet undiscovered universal language—and then re-
emerge by whatever particular route is convenient'
to the other individual languagesQ.

Different attempts to construct a universal
language—such as B. RUSSELL'S and S. WHITE-
HEAD'S 'logical language”, ‘informational lan-
guages or different international languages, say,
Esperanto, Interlingua, efc—have proved but a
failure in so far as none of those universal languages
can render everything we find expressed in a natural
language. It is, therefore, hopeless to believe that
an artificial language can help in machine translating
from natural languages.

At the present state of our translation investiga-
tions, bilingual machine translation appears to
be the most promising approach to the problem,
the information necessary for carrying out the

translation being obtained from lexical and
T The translation to be found in reference 1.
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Table 1. The words underlined in the English text were

either not found in the machine translation dictionary at

all or their meanings were different from those required
in the present text

" My entrance, and my saying what I wanted, roused
her. It disturbed the Doctor too, for when I went back
to replace the candle I had taken from the table, he was
patting her head, in his fatherly way, and saying he was a
merciless drone to let her tempt him into reading on;
and he would have her to go to bed.

But she asked him, in a rapid, urgent manner, to let
her stay . . . And as she turned again towards him,
after glancing at me as I left the room ... I saw her
cross her hands upon his knee, and look up at him with
the same face, something quieted, as he resumed his
reading.

It made a great impression on me, and I remembered
it a long time afterwards, as I shall have occasion to
narrate, when the time comes.'

'Moii mpuxox M TO, 4YTO S CKasaJ, 4YTO SXOTEl,
B3BOJIHOBAJIM €€. JTO PACCTPOMIIO JOKTOpa TOXE, T.K.
KOTAa 5 TpHIIen oOpaTHO, YTOObI 3aMEHHUTh CBEy,
KOTOPYIO S B3sUI CO CTOJA, OH OTEYECKH IOTJIaKUBAJ
ee TOJIOBYy W TOBOPWJI, 4YTO OH ObU1 OeccepieuHbIM
HEroJsieM, KOTOPBI  IO3BOJIMJI €l  CKIOHHUTh  €ro
yuTarth ganbiie. M oH OBl XOTen, 4TOOBI OHA IIOILIA
craTh.

Ho oHa OBICTPO, HAcTOWYMBO MOMPOCHNIA  €ro
MO3BOJIMTh €W ocrathcss .. M Korma oHa ONATH
MOBEPHYJIaCh K HEMy, IIOCMOTpEB Ha MeEHi B TO

BpeMsi Kak s IIOKHJaJl KOMHATy s yBUOCH, 4YTO
OHa CKpEeCTWJIa PYKH Ha €ro KOJEHE U CMOTpE€lia Ha
HEro ¢ TEM K€ CaMbIM BBIPAXXCHUEM JHUIA, HECKOJIBKO
YCIIOKO€HHasi, B TO BpeMA KakKk OH BO300HOBHUIT
CBOC UTCHHC.

Oro mpousBesno  OosiblIOE  BIEYATIEHUE HA  MEHs,
U S TOMHWI 3TO IOTOM JOJITO€ BpeMms, Kak s Oyay
HMETh CITy4yail paccKasaTh, KOT/a MPHUICT BpeMs .

CHARLES DICKENS David Copperfield,
Chapter XVI

grammatical analysis of the source-language.
In future, when machines will be used for multi-
lingual translation the inter-language problem may
well arise. However, for the reason mentioned
already, it seems doubtful if an artificial language
will be used for the purpose. Thus even in the case
of multilingual machine translation the linguistic
analysis of the text remains a most important factor.

A DICTIONARY FOR MACHINE TRANSLATION
A machine translation dictionary does not differ
basically from the usual type. The main difference
lies in that it should provide every meaning of the
words stored in it with a set of instructions for its

application. The two independent sections of a
machine translation dictionary are those of ' source
language' and of ' target language', the former
section having a dictionary of polysemantic words
as a subsection.

Every word of the source language sentence is
found in the dictionary by the operation of com-
parison, performed by the computer, grammar
affixes of the words having been discarded if
necessary'. A word not found in the dictionary is
printed in Latin script (see Table 2), the structural
meaning of the unfamiliar word being, nevertheless.
defined and later utilized in the grammatical
analysis of the sentence.

The very first problem that a compiler of a machine
translation dictionary has to face is the volume of
words to be stored. Quite a number of authors
expressed their doubts as to whether a dictionary
required for an adequate machine translation would
not be much too voluminous for the existing storage
devices®S. Various methods have been evolved for
reducing the number of words to a size that can be
handled™®. The following two methods seem most
advisable.

(1) division of the dictionary into a series of

independent dictionaries, specialized as to field;

(2) division of the two different sides of the word,
i.e, its lexical individuality and grammatical
categorization, with only the former side being
reflected in the dictionary.

The latter division means the rejection of the sugges-
tion to store in the machine translation dictionary
inflected forms of the same word.

Practical experience in machine translation from
different languages into the Russian language has
led us to the conviction that a dictionary of 6000
words is quite sufficient for translating any mathe-
matical text. It seems very reasonable to expect that
other fields will not require much larger vocabularies
either. A specialized dictionary can further be
divided into three independent sections.

Table 2. Words not found in the dictionary are printed in
Latin script

(1) All the previously outlined methods for determining

a numerical value for a definite integral are based on
equidistant values of the variable—
Bce previously HamedeHHbIE METOIBI JUISL OIpEe-
JICHUsI YMCIICHHOTO 3HAYeHHs JUI  OIPEICICHHOIO
HHTErpaJl a OCHOBBIBaOTCS Ha equidistant 3Hadve-
HUSIX [IEPEMEHHOI.

(2) Ultimately, therefore, the error has one sign and
increases exponentially—
B xoneunom cuete, therefore, ommbOka MMeeT OIHMH
3HAK ¥ increases IO OKCIIOHCHIMAIbHOMY 3aKOHY.
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((1) technical words, which, in our case, is mathe-
matical terminology, amounting to 400 words in
the English section of the dictionary;

(2) non-technical monosemantic words, amount-
ing to 1800 words in the English section of the
dictionary;

(3) polysemantic words, amounting to 300 words
in our English dictionary.

These again can be stored and handled independently.

Rejection of the once popular idea of storing
in the machine translation dictionary all or most
of the inflected forms® is largely a matter of principle.
Distinction between lexical and grammatical means
of expression in language is essential if the system
is expected to reflect, and indeed cope with, the
flexibility of language. Whatever can be formu-
lated into grammatical rules need not be stored in
the dictionary. In consequence, a word need not
be entered into the dictionary more than once
except for the case of irregular changes in the word.
This is the case with personal pronouns, e.g., I and
me, he and him, efc, numerals one and first, two and
second compared with regular changes like four and
fourth, efc. Other examples are the verb 'to be'
—am, is, are, was, were, been, being—and the verb
'to have'—had, has; modal verbs such as can
(could), may (might), efc; and irregular verbs to
write (wrote and written), to bind (bound), to
come (came), to get (got), etc*.

Another suggestion we have come to reject is
that of storing in the dictionary word stems as
apart from a list of grammatical affixes*. The
reason is that preliminary grammatical information,
required of the dictionary by subsequent pro-
grammes of grammatical analysis, cannot be
supplied unless whole words are stored in the
dictionary.

Systems of invariant as opposed to variant
grammatical characteristics of the words have been
worked out. The former are fixed in the dictionary,
for which reason they are termed 'dictionary
indications', whereas the latter are determined in
the course of the grammatical analysis of the
sentence, thus being termed 'non-dictionary indica-
tions'. 'Part-of-speech’ indication is dominant not
only among 'dictionary indications'—where it
belongs—but among 'non-dictionary indications'
as well (see Table 3).

It is but natural that both systems of indications
should differ for different source or target languages.
Noteworthy is the fact, however, that in each case
grammatical characteristics can be specified which

*This applies to modern English only. In discussing old English,
these verbs would not be given more than one entry in the machine

translation dictionary; the now irregular verbs were at that time well
regulated into seven grammatical classes.

do not depend on sentence analysis but rather
predict the ways and means of the subsequent
analysis. This part of grammatical information
can be stored in the dictionary along with the word
concerned.

Another problem which requires mention in
connection with the machine translation dictionary
is that of adequately translating lexical meanings
of the words. The difficulty here arises not only
due to multiple meaning of many words—though
this problem has caused much discussion among
the machine translation investigators'®''. Context
analysis of words in combination with special
dictionaries for the different fields has proved a very
effective method of solving this problem.

For quite a number of words the problem of
multiple meaning is enormously simpler, when
treated within this or that special field dictionary.
Thus, for the word 'contribution' the following
Russian equivalents are given in Miller's Anglo-
Russian dictionary

contribution (n.)

— copelicTBue

—  BKJIaJ (ACHESKHBIHM, HAYYHBIN H T.1.)

—  MOXEPTBOBAHHUE

—  cTaThs (JUIA ra3ersl, XKypHaa)
COTPYJHHYECTBO (B ra3eTe u T.11.)
HaJIOT, KOHTPUOYIIHSL.
In a specialized dictionary the same word can be
entered as a one-meaning word, 'moGaBneHue'
(mathematics) or 'Bmustaue' (physics), efc.

Context analysis of polysemantic words 1is
equally effective in different languages. Some
illustrations of context analysis as applied to
English, Chinese and Japanese words are given in
Tables 4, 5 and 6 respectively. In most cases 'minor
context' has proved quite sufficient

A still greater difficulty arises in so far as relative
meanings of the words are concerned. The impor-
tant point is that the determination of meaning in
the machine translation dictionary does not only
depend on semantic peculiarities of the source
language but has to be made considering the
semantic peculiarities of the target language con-
cerned. Our problem is word meaning in the
light of semantic correlations of the two languages
involved. This brings us to the necessity of con-
sidering relative meanings.

By 'proper' meanings of the words we under-
stand those meanings they have within the language
where they belong, whereas 'relative’ meanings
are those they acquire when correlated with another
language, for translation purposes. In many cases
relative meanings do not coincide with proper
meanings of the same word.



386

I. K. BELSKAJA

Table 3. Dictionary and non-dictionary indications of the

Russian language

Dictionary Non-dictionary
indications indications
(1) noun (1) case
(2) gender (2) number

(3) declension

(4) type of stem

(5) pronominal (or not)

(6) indicates an animate
object (or not)

(7) proper noun (or not)

(8) morphological group

(3) syntactical function
in the sentence

matically, we need not have introduced zero
meaning' at all, but 'zero words' instead. This
would have meant that such words are of no signi-
ficance for the sentence and to say 'interesting
note ..." is just the same as to say 'it is interesting
to note ... '. This is not the case with the omitted
words: having lexically zero meaning they retain
their grammatical meaning none the less. Thus,
with Russian or German as target language, one of
the entries for the English preposition 'of will be
the following

(9) syntactical group Table 4. [llustration of context analysis—English
(1) adjective (1) gender high

(2) type of stem (2) number 1(2,5) — Check up the word for the suffix -er

(3) prominal (or not) (3) case 2(7,3) — Check up the following word for 'derivative'

(4) ordinal (or not)

(4) syntactical function

in the sentence
(5) degree of comparison
(6) short form (or not)

Thus, with Russian as target language, the English
word 'good' acquires 'many' as its relative
meaning in combination with the noun 'chance(s)';
this meaning we do not find among the proper
meanings of 'good'. For example, the following
relative meanings of English words, with Russian
as target language

positive — 3HAYUTEIHHBII

dose  — TouHBI (=exact)

dose  — manblif (=small)

It is important that a dictionary, indeed any
dictionary whether machine translation or not,
compiled for translation purposes should give a
list of relative meanings of the words, since these
are actually used in any translation. A human
translator, when not provided with this or that
relative meaning of a word, can 'think it out',
which the machine translator cannot do. Hence, in
machine translations meanings have to be pre-
liminarily 'thought out' up to where they actually
suit the translation—in other words, relative mean-
ings must be fixed.

Zero meaning is a particular case of the relative
meanings of a word. It has been noticed that cases
where every word of the source language sentence
is translated by a separate target language word, are
very rare. More often some of the words are
omitted. These we term as words having 'zero
meaning'. Thus, in the English sentence

'It is interesting to note how closely these findings
parallel statistical studies . . ."*
the first five words become two if translated into
Russian  'wmaTepecHo  ormermrs. 'It', 'is' and
'to' have disappeared or, in other words, become
zero—actually only partly zero. Had they lost their

meaning completely, i.e, both lexically and gram-
*Science News, No. 41 Harmondsworth: Penguin Books Ltd. 1956

(=considerable)

3(4,4) — Develop the indication 'comparative degree'
4(8,5) — Check up the following word for 'order'
5(9,6) — Check up the following word for 'accuracy’
6(10.8) — Check up the following word for 'speed'
7(0,0) — BBICIHEI'O TIOPSAJKA' (adjective +
noun, neither declined)
8(0,0) — 'BBICOKMIA' (adjective, hard—sibilant
stem)
9(0,0) — 'BOJIBLLIOMN' (adjective, soft—sibilant
stem);
10(0,0) — 'BBICTPOJIEMCTBYIOILUIA' (adjective,
soft—sibilant stem);
['speed—not to be translated]

Table 5. Illustration of context analysis—Chinese

£y

1(5,2) — Check up the sentence (in the « direction)
for a word having the indication 'intro-
ductory verb'

2(6,3) — Check up the previous word for the indication
'full-stop'

3(7,4) — Check up the following word for the indi-
cation' noun ' or 'formula’

4(7,8) — Check up the previous word for the indication
'‘comma’

5(0,0) — "' TOI'IA' (conjunction, introductory)

6(0,0) — ' CJIEAOBATEJIBHO ' (parenthesis)

7(0,0) — ' TO-ECTb ' (conjunction, introductory)

8(0,0) — zero meaning (particle)

Table 6. Illustration of context analysis—Japanese

) 8

1 (3,2) — Check up preceding word for ﬁ,*ﬂ
2(4,5) — Check up following word for 2o,

3(0,0)0 — TIOHATD' (verb, first conjugation, takes
accusative case)

40,00 — 'HE CTOUT CUYUTATBCA' (verb-
complex)
5(0,0) — 'BPATBH' (verb, first conjugation, takes

accusative case)
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Table 7. Analysis of the English noun—development of
case mndication

18(19,20) — Check up the noun for the indication of
case being developed
19(34,0) — Check up the indication ofcase for

'nominative'
20(21,22) — Check up the noun for the ending ' 's or'
21(0,0) — Develop the indication 'genitive case'

22(23,25) — Check up the noun for the indication
'proper noun'

23(24,25) — Check up the preceding word for a noun
24(0,0) — Develop the same indication of case as has
the preceding noun

25(26,32) — Check up the next word (preceding or
following) for a noun

26(31,27) — Check up these nouns for at least one of
them having the indication 'pronominal'

27(28,29) — Check up the word preceding (—) these
two nouns for a verb belonging to
group 61 or 62, 64 or 65

28(0,0) — Develop the indications of case as required
by the verb
29(0,0) — Develop the indication of 'genitive case '

for the first (—) noun and the indication
of the case taken by the verb (preceding)
for the second noun

Table 8. Adjective—Chinese analysis

1(0,2)  — Check up the adjective for all the necessary
indications being developed

2(3,19) — Check up the following word for the
indication 'FwSA' (form-word of simple
attribute)

3(4,11) — Check up the word following this FwWSA
for the indication 'noun’

4(24,24) — Develop the indication 'SA' (simple
attribute)

24(26,25) — Check up the previous word for the
indication 'FwSD' (form-word of
superlative degree)

25(27,28) — Check up the previous word for the
indication 'FwCD' (form-word of
comparative degree)

26(28,28) — Develop the indication of 'SD'

27(40,40) — Develop the indication of 'CD'

28(0,0) — Take the indications of case, gender and
number from the nearest noun (—)
having the indication ' DA' (defined by
adjective)

lexical characteristics: zero meaning
grammatical characteristics: preposition,
taking the genitive case

Zero meaning is not only applicable to form-words,
though this is generally the case, but to any word
of'a sentence. For example

make clear — o0BsicauTh  +0

make ready — npuroroButs  +0
In both cases words with zero meaning, i.e. ' clear'
and 'ready’, serve as modifiers of the non-zero
meaning of 'make’

make+clear — explain

make+ready — prepare.

The fact that translation is concerned with relative
meanings of the words makes quite impractical the
very idea of a monoglot pre- or post-editor of the
machine translation text''*'*, Nevertheless since
language correlation depends on the objective

Table 9. Verb—Japanese analysis

16(17,38) — Check up the verb for the ending 'y' or
ey
17(19,40) — Check up the verb for the ending 'To '
and the following verb for the indication
'belongs to group C ' (verbs of thinking)
19(0,0)0 — Develop the indication of ' infinitive '

38(39,62) — Check up the verb for the ending 'pa'
or 'paps’

39(0,0) — Develop the indication 'passive voice'

40(41,66) — Check up the next ending for 'toc'

41(19,19) — Put the verb 'HamepeBatbcs ' right after
our verb

66(67,67) — Develop the indication 'future tense'
67(68,69) — Check up the sentence for the noun
having the indication 'subject’

68(0,0) — Take the indications of gender and number
from the 'subject’

69(0,0)0 — Develop the indications 'plural' and
'first person'

Table 10. Example of translation from the English

(1) There is also the implicit type, where the unknown
values are associated together by a system of simul-
taneous equations—

Vimeercs Takoke HESBHBI THI, I[€e HEH3BECTHbIE
3HAYCHHS CBS3BIBAIOTCS BMECTE IIPH  [OMOLIH
CHCTEMbI COBMECTHBIX yPaBHEHHIA.

(2) We shall examine methods for solving definite

problems which may be used for calculation—

Msbl OyneM HCCIIeNOBaTh METOMBI U  PELICHHUS

OIPE/ICNICHHBIX ~ 337ay, KOTOpblE MOTYT  OBbITh

HCIOJIb30BAHbI JUIsl BEIYUCIICHHS.

To illustrate the use of equation 54-4 we apply it to the

approximate solution of the differential equation—

Jit  Toro 4TOOBI MIUIIOCTPHPOBATH IPUMEHEHHE

ypaBHeHHs1 54¢4 Mbl OyneM NPHMEHSTh €ro Juist

NpUOIIDKEHHOro  pemieHus  auddepeHnnansHoro

YPaBHEHHSL.

(4) These methods for finding solutions of a numerical
equation are everywhere known—

OTn MeToipl Ul HAaXOXKACHHS PCIICHWIl YHCIICH-
HOTO ypaBHEHHUSI BE3/IC U3BECTHBI.

(5) As another example of the use of this method we
shall consider the elliptic equation—

Kak gpyroifi mpuMep NpHMEHEHHs O3TOrO METOAa
Mbl OyJeM paccMaTpuBaTh OBIUIMITHYECKOE YpaB-

G

~

HEHHe.

(6) These are curves (no solutions) on which ' is
constant—
D10 KpuBbIE (HE pemieHHs), Ha KOTOPHIX )’ ecTh
IIOCTOSTHHASL.
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Table 11. Examples of translation from the Chinese

DG m ANE W 490) o AER4IEHTE , @IS arR 5V & 405 49
M — A 569965178 o

Eciu M u N sBisitoTCsl COIO3HBIMH MaTpuiiamMu ['amMuibTOHA, CKaysp
kotopsix ectb P, To S'™ u SN sBustorcs coo3HbIME MaTpHLaMu
l'amunbeToHa, CKaNsIp KOTOPHIX €CTh 1.

O~ chifhs BBEQ , PGS ETFIE .

Ecnn matpuna 'aMuibTOHa HE UMEET U30TPOIHBIX JIMHUM, TO OHA
Ha3bIBAa€TCs OnpeneseHHol MaTtpuneit I'aMmunpToHa.

O dsziksgiion 7L 4% 00056 -

CornacHo Teopeme 1 1OCTaTOYHO JOKa3aTh ciaydaid, Korna A sBis-
€TCSl HEeBBIPOXKICHHBIM.

& Fatl Tk RAJBob KR eI TG G766y ok T H eyl M st .

Haxkonern, cremyromasi TeopeMa CBOAWT TEOPHIO YIPOILEHUS MATPHIL
lamunbproHa K TEOpUM * YIPOILICHHS HEBBIPOXKIACHHBIX MaTpPHI]
lamuabTOHA.

O it R eyt 7, koK R AYe  Seobifek v 241BL.

[pexne yeM paccMaTpUBATh CBOMCTBA MOJIS X BEIICCTBCHHBIX YHCEI,
HCCIICAyEM CITy4aid, KOTa /1 SIBIISICTCS YSTHBIM YHCIIOM, a TI0Ka3aTellb §
COCTaBJIsCT v=n/2

® go $4€ () 24y (YA Jaltig A Arads 48 | KEIIR X
LAl b itaABAE .

Eciu Beipaxkenue (i) B Il paccmaTpuBaTh Kak ypaBHEHHE, KOTOpOe
UMEeT TOJHKO OJHO HEHM3BECTHOE X, TO MBI, pellas ero OTHOCHTEIBHO
X, TIOJlyYUM PaBHOCHIIbHOE ypaBHEHHE.

Table 12. Examples of translation from the Japanese

w =23t ORI OFORERE Y
30BZEHIR L AN LB IARK
Z \N '.} 0 |
Ha30BeM ypaBHeHI/IH, KOTOpLIe BKJIKOYAJIX CBBILIC ):[ByX WU 1OBC

HEU3BECTHBIE (YHKIMM TEPEMEHHBIX M HX 4YacTHBIC IIPOU3BOJIHBIC,
nuddepeHIanbHBIMU yPaBHEHUSIMU B YACTHBIX TIPOM3BOIHBIX.

@ &4 ﬁ?%ﬁ@‘f’i%.’: v BT kDo
# 5% A AR A5 5, |

Hanee U ¢ TOYKH 3peHHUs CYLIECTBA AOJKHO OBITh HENPEPHIBHBIM
OTHOCUTEIBHO X | t.
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characteristics of the languages concerned, there does
seem much hope of working out an adequate system
of language analysis which would enable us to
mechanize completely the translation of languages.

GRAMMAR FOR MACHINE TRANSLATION
'One cannot speak or understand a language without
"knowing" its grammar''®. Neither can one
translate languages without grammar. Foreign
language teachers are well acquainted with the fact
that a student who is too lazy to learn grammar is
very often unable to grasp the meaning of a sentence,
although he easily manages to get the meanings of
the words. To express a thought, one should not only
make out the semantics of individual words, but ana-
lyse the correlations of words which arise in the very
process of expressing thought.

The need for grammar in the case of machine
translation is created not only by 'the practical
impossibility of dealing with strings of words on a
purely lexical basis®™ by which 'the very limited
storage facilities available at the time” are mostly
understood. It is as little brought about by the
necessity to determine multiple meaning of the
words'!,

Grammatical analysis for machine translation
purposes is required in order to determine the
grammatical form and function of the words in a
sentence. 'The important point is, said A. L
SMIRNITSKY, one of the most prominent Russian
linguists, 'that language can in no way be regarded
as an arithmetical sum of separate units, first of all,
words'®,

To understand a foreign language sentence, one
has to translate the grammatical form no less than
its lexical content, so as to have the corresponding
target language sentence grammatically determined.

The machine translation grammar can be divided
into two independent sections, these being source
language analysis and target language synthesis. The
source language analysis includes a series of pro-
grammes which provide every word of the sentence
with a set of non-dictionary indications necessary for
the construction of the target language sentence. The
important factors in the analysis are the grammatical
form and function of the source language words in
the source language sentence, as well as their
'dictionary indications'. The analysis routines are
illustrated in Tables 7, 8 and 9, by English nouns,
Japanese verbs and Chinese adjectives.

The following symbols are accepted in the
routines: A(B,C) means passing on to No. B in the
case of the positive answer, whereas a negative
answer will result in passing on to No. C. 4(B,B)
means passing on to No. B in both cases, whereas
A(0,0) means that the final result has been found and
further search is unnecessary.

The target language synthesis programme con-
cerns itself with modifying the endings of the
Russian words, with due provision for interchange
of vowels and consonants, when required. Examples
are given in Tables 10, 11 and 12 of the type of
translation obtained by application of the above
mentioned procedures to the English, Chinese and
Japanese languages. The sentences given in Table 10
have been selected at random from those actually
translated by machine in the course of our experi-
ments*.

The routines for machine translation from
Chinese and Japanese into Russian are now being
checked. Experimental mechanical translations
cited in Tables 11 and 12 were obtained in the
course of the 'checking' procedure by a human
translator not knowing the above languages.

CONCLUSIONS
From little more than a scientific curiosity the idea
of machine translation is fast becoming reality. The
principles have been proved reliable, experimentally;
it is therefore no exaggeration to state that the time
has come to consider the opportunities for practical
large-scale work in this field.
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