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The present renort contains a critical survev of the status of reééargh
on the mechanization ;f translation in the United States and Great Britain, esve-
cially of the methodolozical and linguistic asnects of this »nroblem. The unreason—i
ableness of aiming at fully-automatic high-quality translation is stressed, the
shoftcomings of the anmroaches sticking to this aim discussed, and its lowering
to that of either nroviding machine aids to high quality translation or nroviding'_
fully-automatic but low-qualitv translation advocated. Some proposals for the |
organization of further rese:rch and for the imnrovement of cooperation are made,

The four apwnencdices ¢ontain some statistics and three talks, in varioué{
stages of -ublication, before international meetings on matters of princinle of o

direct or indireet concern to !T.
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1. Machine translation (MT) has hecome a multi-million dollar affair, It
has been estimatedl) that in the United States alone, something like a million and
a half dollars were swent in 1958 upon research more or less closely connected
with MT with apnroximately one hundred neople, among them sixty with M.A.,,M.%c.
or hirher degrees, working in the field, No commarable figures are available

2)

for Russia™’, hut it 1s generally assumed that the numher of neople engaged there
in research on MI' is hicher than in the States, There exist, in addition, two
centers of research in MT in 'negland, a third heing in the nrocess of formation,
Outside these three countries, MT ha<s been taken up only occasionally, and no
additicnal vermanent research grouns seem Lo have been created, Altogether, I
would estimate that the eouivalest of hetween 200 znd 250 seople were working
full-time on MT at the en?d of 1953, and t'at the equivalent of threec million dollars
were spent during this year on ' research. In com-arison, let us notice that in
June 1952, vhen the First Lonference on Machine Translation convened at M.I.T.,
there was prohably only one nerson in the world engaged more than half-time in
work on MU', namelw myself, HReduced to fuall-time workers, the number of peonle
doing research on MT could not at that time have been much more than three, and the
amount of money spe:t that wear not much more than ten thousand dollars,

For this confersnce, I had wrepared in mimeograph a revort on the state

of the art which was later wublished in orint in American Documentations). That

resort was based unon a nersonal visit.to the two or ihree places where research

on MT was being conducted at the time, and seems to have been quite successful, so
I was told, in presenting a clear nictire of the state of MI' research as well as

an outline of the major problems and nogsibilities, It has been my fecling that the
time has arrived to critically evaluate the nrogress made during the seven vyears .
that have since massed in order to arrive at a better view of these nroblems and
possibilities, To mv knowledge, no cvaluation of this kind exists, at least
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‘not in English, True encugh, there did aﬁneér dﬁr%hg]tpé-i&?txyééfﬁ§ﬂb rejieﬁs
of the state of MT, onec prepared by the groun working at RARD Corporéﬁiohh), the
other by Martin H, Wcik and George W. Reitwiesner at the Ballistic Research
laboratories, Aberdeen Proving Ground, Marvland5). The fiféﬁ of these reviews was
indeed well prepared and is excellent as far as it goes., However, it 1is too short
to go into a detailed discussion of all existing problems, and, in addition, is not
alﬁays critical to a sufficient degree. The second review seems to have been
prepared in a hurrv, relies far too heavily on information given by the research
workers themselves, who by the nature of things will often be favorably biased
towards their own ap- roaches and tend to overestimate their own actual achievementg,
and does not even attemot to be critical, As a result, the victure nresentedj%g;? -
this review is somewhat unbalanced, though it is still quite useful as a synopgisuét
certain factual bits of information. Some such factual information, based ex-
clusivelv upon written communication from the research groups involved, is also
contained in a recent booklet published by the National Science Foundationéy.
Brief histories of MT research are also oresented in the Introductory Comments by
Professar Léon K, Dostert to the Renort of the Fighth Annual Round Table Conference_
on Linguistics and Language Study7) as vell as in the Historical Introduction to
the recent rook by Dr, Andrew 0, Booth: and associatesS). |

The »resent repvort is based unon versonal visits to almost 21l major
research centers on MI' in the United States,=the: only serious excention being
the center at the University of Washington, Seattle, and unon talks with members
of the two research groums in England, as well as, of course, upon a study of
their major oublications includidg also, as much as possible, progress reﬁorts_
and memoranda. In addition, 3 circular letter was sent to all research groups
in the United States asking for as detailed information as possible concerning
the number and names of peovle engaged in research within these groups, their
background and qualifications, the budget, and a short statement of the plans
for the near future. I did this in order not to be forced to rely too heavily
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" oty ok Lo § view of vhe Tabt $hat T usuAlly atd Hok el auring.
my vlsits for these particulars, in order to save the short time that étood

at my diswosal for discussion of things like the anproach adopted and the

methods used, a clear view of which could not “e obbained by simple clerical
operations, However, not all grﬁﬁns were equally res»onsive to this circular
letter, and the factual information of those grouns which did not supplvy the
requested information is therefore hased upon memory, aided, of course, by infor-
mation obtained from 2 perusual of the mentioned reports and reviews as well as
from other sour?es. Mo very high degree of accuracy is almed at in resvect to
this kind of information, the major alm of the nresent renort being rathe? a
discussion of apnroaches, methods, sroblems and =mossible solntions. It was feit,
hewever, that an un-to-date and reasonably accurate nicture of the quantity and
guality of the mannover engaged al oreseat in the research on MT, as well as an
estimate of their financial resources woild add an aspect of some value to the
overall nicture, Tais kind of information will therefore he presented in
Apnendix I in tabular form.

The visits uoon which this redort is based were made in October and the
first week of Hovember, 1958, The circular letter was sent on the 20th of
November, 1958, and the answers, if sny, received Juring December 1958 and
January 1959, On Hovember 13, I renorted hefore a group of renresentatives of
various govermment and military asencies unon the impressions obtained during my
visits, and oromised to supplement this oral renmort by 2 written one as anlckly

as possible. %he ~rese-t document is the Ffulfillment of this nromise.

2, During the first wears of the rescarch in MP, a considerable amount of
progress wis mide whlch sufficed to convince many neople, who orisinally were
highlv skeotical, that-MT was not Just a wild idez, It did more than that, It
created among many of the workers actively engazed in this field the strong feeling
that a working system is just around the corner, Though it is understandabie

!
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that such an illusion should have becn formed at the fime, it‘was an “illusion,

It was created, among other causeé, also by the fact that a large number of
problcms were rather readily sci¥wvéd, nd £hat the output of machine-sinmlated
ttpanslations! of various texts from Russian, Yerman or French into English

werc often of a form which an intelligent and cxnert reader could make good sense
and nse of., It was not sufficiently renlized that the gap hetween such an outnut,
for which only with difficulty the term "translation'” could be used at all, and
high~quélity translaticon nroner, l.e., a translation of the quality produced by
an experienced human translator, wns still enormous, ~nrd that the problems solved
until then were indeed many but Jjust the simplest ones, whereas the "few!
remaining vwroblems were the harder ones -- very hard indced.

I am not surc whether ther still exist many grouns which think that
fully-automatic, high-quality m-chine translation (FAHQMT)9) is attainable in the
near future, say within five years or so, Claims to t'1is effect have been made
by one of the four subgrouns working on MI' at Georgetown University, I shall
discuss these claims below, Bit leb me state nlrendy abt this peint that T
could not be nersuadrd of tho validity of these claims. On the contrary, I am
quite read to commit mysclf to concoct Russian sentences or, should this for
some reason be regarded as uafair, to cxhibit actuzlly nrinted Hussian sentences
for which a perusual of the wrogram of this groupn, or of any other group that
would offer in the near future » method of fully-automatic MT, would result either
in gibherish or, what is even worse, in meaningful but wrong transintions.
Apoendix IV, a paver submitted to the Inter.tionsl Conference on Information
Processing, Paris, June 1959, contiins a proo’ of the non-fensibility of FAHOMT.

Most groups, then, scen to hnve reslized tiat FAHOMT will not be
attained in the near future, Two congadulences cin be drawn from this realigation.
One can stick to the aim of FAHWMT and be ready to reanocunce attainability in the

near future, perhaps even attainability altogether, but still hope that in the
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_Dursuit of this aim interesting theoretienl insights will be gained which will
;pstify this endeavor, whether or not these insights will ?vef be exvleited for
some practical purpose. Or one may insist on sticking to attalnability in the
near future but then be ready to give un the ideal of FAHQMT, and be satisfied
with some less ambitious scheme, Both conclusions are equallv valid but should
lend to rother different appronches. Unclarity in this respect, vague hopes that
somehow or other both 1ims can be attained simultireously and by the use of the
same methods, must lead to confusion and result in waste of effort, time and
money. If one is interested in MI' as a practical device, meant to reduce the
existing heavy load of valunble texts in forelgn languages walting to be
translated into English, he must realize that some compromise is absolutely
necessary., There are two possible directions in which such a compromise could
go: ong could s2crifice quality or one.could reduce the self-sufficiency of the
achine output, There sre verv mony situations where less than high-quality
translarion is satisfaetorv, There is no need to sresent exammles, If, however,
high=quality is mandatory —— 20d I 4o 1ot think, for instance, that scientists
are nrevared to be satisfied with less than the mwesent average standard of
human translation, while many regrrd this standird as too low for their purposeg o
then the mochine outmat will hnve to be post~edited, therebv turaing, strictly

sneaking, machine translation into machine tids to translation,

2, In the remainder of this reoort, I shall exclusively deal with those
situ~tions where translation involved has to be hich-quality. It should be
easy to se¢ how the conslusions at which I arrive have to be modified in order
to deal with situations in which lesser aurlitv is satisfactory,

As soon ns the zim of MT is lowered to that of 2 machine-—-post-editor

partnership, the decisive problem becomes to determine the region of optimality

in the contimmum of wmossible divisions of labor, It is clear that the exact
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position of this region will be a function of, among other things, the state of
.linguistic analysis to which the languages involved Have been submitted, It may
be safely assumed that, with machine~time/efficiency becoming cheaper and human
time bocoming more expensive, cortinucus efforts will be made to push this region
in the direction of reducing the humn element, However, there is no good
reason £o assume that this region can be nushed to the end of the line in the
near future,

It.seems that with the state of linguistic annlysis achieved today, and
with the kind of electronic commuters already in existence or under constructlion,
esnecinlly with the kind of large~capacity, low-cost and low-access-time internal
memory devices that will be available within a few years, a noint has been
renched where comm:reial man-machine translation outfits could become 2 practical
rezlity, This, however, is still conditioned by the two following factors: first,
a'reliable and versatile mechanical orint reader will have to be avzilable, It
has been estimated that the cost of retyping printed Russinn material into a
form and on 2 medium that could be processed by a mrchine would amount, under
oregent conditions, to about one fourth of a cent per m@rdlo). This estimate
is probably much too low, as the quality of the retyping has to he exceptionally
high, in order to avoid wrintins mistakes vhich would =robably he quite harmless
for a hummn reader b could be rather disastrous for mactines which so far are
totally unable to deal with misnrints., The original text would therefore have
to be keypunched bv two onerators, verified, mtc.ll) The difference bhetween
one half of a cent »er kevounched word and, saw, one twesticth of a cent per print=-

read Fordlg)

could make all the difference. Secondlv, a congerted effort will
have to be made bv a oretty large groun in order to »reware the necessary
dictionary or dictionaries in the most suitable form., In addition, a good amount

of thinking accommanied by an cqually larse amount of exverimenting will still

have to go into the determination of the location of the interval in the above
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mentioned contimuum within which'the'optimai'point-?f;the division of labor
between machine and ﬁost;editor"will have a good chance of being'situgted, as
a function of the svecific translation orogram and the specific gualities of
the envisaged post-editor, Among other things, these studies would have to

det ermine whether some minimal ore-editing, while requiring bubt very little
knowledge of the source language by the pro-editor dould not be utilized in
order to reduce the load of the machine by » considerable amountlB). This is
just one of the very many points which have still to be settled before MT is
in business. Another noint which has not been treated so far with sufficient
incisiveness, mostly becnuse the idenl of fully-automatic trenslation diverted
the interests of the research workers into.othcr, less practicnl directions, is
the 0ld question whether MT dietionaries should contein as their source
language sntries 2ll letter sequences that may occur between spaces, somctimeg

called zlternte words, or rather so-n~iled base wordslh), or perhans something

in hetween, This question is clearlv highly denendent, among other things, upon
the exnct tvpe of internal 2nd external memory devices 2vailable, and it 1is
therefore mindtory to have » relinble estimate of this denendence, It is
obvious that the speed of the machine »art of the translation, and therebv the
cost of the total tronslation nrocess, will denend to a high degree on the
organization of the diction:rics used. Most workers in the field of MD seem to
have rather definite, though divergent, ovinions in this resvect. However, I
am not aware of any scrious comparative studies, though the outcome of such
studies most surelv will h-ve 2 considernble immact upon the economics of MT,
In general, the intention of reducing the post-editor's part has
absorbed so much »f the time and encrgv of most workcrslin MT, that the pfoblem “:
of whether partinsllyenutomatic tronsilntion, oven with such 2 large ~mount of
particination on hehalf of the post-editor ~s would be required under present
conditiong is not nevertheless a desir-ble and feasible achievement has not
received sufficient discussion. T fullv understand the feeling that such an
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achievement is not of very high intellectunl caliber, that the real challenge
hns thereby not yet heen token up, hut I do not think that those agencles, for
whom any reduction of the load imnosed at the moment on the time of highly
gualified expert transiators is an important achicvement, should necessarily
wait with the installation of commercial man-machineg translation outfits until
such o time when the post-cditor's part his bhocome very small, whatever the

amount of sstisfaction the MT ressarch worker will get from such an achievement,

by At this strge, it is probablv proner to warn against 2 certain tendency
which has heen ouite conspicuous in the apnroach of many MT grouons, These
groups, renlizing that FAAOMT is not really attainable in the near future so

that a commromise is definitelw indicated, had s tendency to comnromise in the
wrons direction for reasons which, though understandable, must nevertheless be
combatted and rejected. Their rensoning was something like the following:

since we cannet mve 100% ~utomatic high-au~lity translation, let us be satisfied
with » machine outout which is comnlete and unique, i,e,, a smooth text of the

kind you will gel from the out-ut of a human translator {though perhaps not

o
suite as wolished and idiomﬂtic), but which his 2 less than 100% change —- I

shall usc¢ the exnression "95e¢" for this nurpose, which is, of course, not to be
taken literally -- of boing correct., Such an approach would be implemented by
one of the two followine proccdures: the one nroccdurc would recuire to print
the most froquent tarcet-langinge counterpart of a given source~lnnguige word
whose ambiguity has not becn resolvid br the annlication of the syntactical and
semanticnl routines, necessitatine, among, other things large-scale statistieal
studies of the freouency of usage of the various target-renderings of many, if
not most, source-~langurce words; the other would work with syntactical ard
semantical rules of analysis with a degree of validity of 95%, if only this

degree were sufficient to insure uniqueness and smoothness of the translation,
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I regard this aporoach as wrong and, more than that, dangerous, so
long as high quality is essential. Sinec so many sentences, "58" of a given
text, will have a good chance of being mistranslated by the machine, it is by
no means c¢lear whether the post-editor will be able to correect these mistrans-
lations, csnecially in view of the fact that the machine output is so smooth
and grammatical (so let us assume for the sake of the argument, though I doubt
it whether even this much can renlly be achieved at thig stage of the game)
that he might he able to find only few cues to warn him that something is wrong
with it, It is not inconceivable that the machine translation would be so
wrong at times 3s to lead its user to acihiions which he vould not have taken
when presented bw a correct translation., (Vhen I am talking about "100%", I
obviously have in mind not som: heoveitls ideal of perfection, hut the product
of an average gqualified translator, I am awars that such a translator will
on occrsion make mistakes and that oven machines of a general low-quality
outmut will not make some of thoese errors. I am naturally comparing averages
onlv, )

But there 1s really no need at all to commromise in this direection of
reducing the reliablility of the machine outmut, True¢ enough, a smooth machine
translation looks impressive, esvecially if the reader is unable to realize at
first sight that this translation is faulty ever so often, hut this csthetically
appealing feature should neot blind us to sce the dongers inherent in this
approach, Since the post-editor will have to be involved at any rate iﬁ order
to correct the machine!s mistakes (and, I am cuitc sure, to do all kinds of
other things, too), I regard it as much safer to comoromise in the other direction,
Let us he satisfivd with a machine oitout which will ever so often be neither
unigue nor =mooth, which wver so often will mresent the post-editor with a
multinlicity of renderings among which he will have to take his choice, or with

2 bext which, if it is unique,'will not be erammatical, On the other hand,
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whenever the machine output is gramma£1031 and unigue it should be, to adot 2
slogrn usod by Professor Anthony . Octtinger, "fail-safe" {to about the same
degrec, to make this qualification for the last time, as the average qualified
human translator output is failesnfo). Lot the machine by all means provide the
post-cditor with all vnossible help, orescat him with as many possible renderings

as he ean digest without beceoming confuscd by the emdarras de pichesse -- and

here again we have aquite 2 nroblom of finding an interval of optimalitv -- but
never let the machine make deeisions by itsclf on nurcly freocuentinl reasons

even if these fremiencilcs ean be ralied uoson., If thase freocuency counts could

be: done cheanly —- and I doubt very much whether this is feasible for such a

high degres of reliability as would probnbly be reouired for our nurmnscs —~.,

let this information too be given the wost-editor. I am rensonable sure, however,
that this additicnal information 1s not werth the enormmous effort in time and
moner that would bhe required to obtain it under prosently available methods,

and that, in any case, Il should not wait until this information is obtained.

5. Let me finish this nmart of the revort by warnins in general against
overcstimrting the imonet of statisticnl Informaticn on the problem of MT and
related »roblems, I helieve that this overestimation is an outcome of the time,
six or seven vears ago, when mayiy people thought that the statistical theory of
commnication would solve many, if not all, of the »roblems of communication,
Thotrh it is often nossible by a mromer organization of the research effort to
get a certain amount of statistical information at no great extra cost, it is my
impression that much valuable time of MI' workers has been spent on trying to
obtain statistical information of no possible immact on MI' at all. It is not
true that every statistic on linguistic matters is automatically of imvortance for
MI so that the gathering of any such statistics could be regarded as an integral
part of MT research without any need for additional justification,
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Gathering of statistics is regarded by many MT grouns &s being part

of a more general methodological apnroach -- the so-called "empirical amproach"l5).

Adhersnts of this methodolegy are distrustful of existing grammar bocks and
dictionaries, and regard it as necessarv to establish from scratch the grammatical
rules by which the source-language text will he machine analyzed, ttrough a2

human analysis of a largze chough corpus of zource-language mabterial, constantly
imnroving unon the formilation of these rules oy constamtly enlarging this borpus.
iith regard to dictionaries, a eimilar anproach is often implemented and a
dictionarv compiled from transiations merformed by bilingual members of the

groun or bv other human translators considered to be qualified by this group,

I regard this approach as unnecessarily wasteful in practice and as insufficiently
justified in theorv. It seems thaﬁ the underlying distrust has been caused by
the well-known fact that rmost existing grammars are of the normative type, hence
often of no great heln in the analvsis of actusl writing (and to an even

higher degree, of actual sneech), and that cxistent dictionaries are of such a
nature that guite often none of the nresentted target=language counterparts of a
source-language word are satisfactory within certain contexts, especially with
regard to terms used in recently develowed scientific fields, However, even

in view of these facts, I halicve that tﬁe Haby has far too ofton been thrown
away with the bath water., Neo: justification has heen given for the impliciﬁ
belief of the "empiricists" that s erammar satisfactorw for MT purposes will-be
comniled any guicker or more reldably by starting from scratch and deriving the
rules of grammar from a 1irse corpus than by starting from some authoritative
grammar and changing it, if accessary, from ohservatlons of actual texts, The

game holds mutatis mitandis with regari to the commilation of dictionaries. Not

only has no justification been given or even seriouslv attemnted, T think there
are verv cood reasons to belleve that no such justification can be given, Grammars

have in general not whollv been dreamt un, nor have “letionaries been comniled by
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‘some raﬁdomlbrdceés.' Dxisting grammars and dictionaries are.already based,

though admittedly not wiolly, unon actunl texts of incomnarably larger oxtension
than those that serve as a basis for the new comnilers, Russian is not Kwakiutl,
and with 2ll due regird to the metnrods and technioues of structural linguistics

and to the insights which this science has given us in respect to some deficlencies
of traditional grammars, I do not think that it foliows from their teachings

that all existing codificatlions of langunges with a highly developed literature
should be totally disregarded. Let me add, without going here into details for
lack of space, that the empiricalness of the derivations of grammar rules from
actual texts is rather doubtful as such., For certain general &ethodological
considerations one might as well e led to the conclusion that these rules
incorporste 2 lot of isibjective and Highly biased and untested assumntions such
that their degree of validity micht very well, on the averase, be lower than that
of the well-established, often-tested and critically examined grammars, in

spite of their normativity.

The only reasonable 2im, then, for shorb-range research into MT seems
to be that of finding some machine--post-editor partnershin that would be
commereially comretitive with existing human translation, and then to try to
imorove the commercial effectivenecss of this vartnership by imoroving the
orogrammiing in order to dolegate to the machine more and more opcrations in the
total translation orocess which it ean nerform more offectivelv than the human
post-editor, Thase imﬁrovmmcnts will, of course, utilize not only developments
in hardware and orogrammine (csnceiallv automatic nrosramming) of linguistiecal
analvsis, but also the exnerience gained by analyzing the machine outnut itself,

Shouli-it turn ocut that for the sake of comnmetibtivencss somc use of a pre-editor,
and nerhaps cven of 2 bilinmal wost-editor, wonld be at lesst temvorarily
required, then this fact should be accented as such, in svite of the trivialiga-

tion of the theoretical challente of the MI' problem which would be entailed by
such 2 procedurs,
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b, Tt is now time to dlscuss in some detail the achievements of the
variéus resenrch groups in the United States and England,

Let me start with the tio oldest groups, namely the group at the
University of Washington, Seattle, headed by Profussor Erwin Reifler —- to bhe
referred to in the futnre as the Seattle groun -~ and the grouo ab the esearch
Laboratory of Electronics at the Massachusetts Institute of Technology, Cambridge,
headed by Professor Vietor H, Ynevi ~- the MIT group., The reason for
boginning with these groups is not so much their historical oriority -- we
recall that Rcifler started his investigations into MT in 1949 nd Vngve in
1953 when he took over from mvself ~s I left WMIT in order to return to the
Hebrew University ia Jerusalen == but the fact that my mersonal contact with
these groups during my visit in the tetes was elther nil, iIn tho cise of the
Seattlc group, or very lisited, in the easc of the MIT grous, In addition, the
Jeattle group seems to have nublished verwr Little since the tolk presented by
Reifler hefore the Eighth International Yongress of Linguists in Oslo,

August 1957.16)

From 2 letter I ricentlyr received from Reifler, I understand

that the Scattle groun nlans to ~u1lish vory shortly a A00-nage report sunmarizing
in det~il the total research cffort of this group. In snite of consider~ble
achisvements in some highly svecific nroblems such 2s the treatment of German
commound words, which clenrly vose o 7rove wroblen for MT with ‘erman ag the
source-langunrge since thils wav of formine now “erman nouns is highly creative

so that the machine would zlmost by necessity have to analvze such commounds
before o dictionary look—uml?), it is not clear shother this group has been able to
make great progrese 1n the nroszramming for completo synt .ctic resolution or in

the solution of the »roblums mosed by polvs.my. Until October 1957, the Seattle
groun was concerned ~lbmost exclusivel with ditoraining the limits of attacking

the MT problem bw the use of lexicosrenhv alone, Onlw <fterwards vas it planned

to deal with syntax and those asnccts of semantics that cannot be solved by
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lexicographr alone, I have no knowledge of the achievements made durin~ the
year and a half that have passed since., It is »erhaps worthwhile to stress that
this grouo does not adowt the "emnirical anoroach" menﬁioned above, and is not
going to be satisfied with so-called '"reoresentative sammles™, but is trying to
kcen in viow the ascertainable totality of possinlc constructions of the source-
language though representative samoles are of course utilized during this

18)

process . There is no need for me 1o stress abt this onoint my agreement with

thig policy.

7. The MIT group, during the last roars, has insisted on its adherence to
the ideal of FAHQMI. For this ourwose ther regarded the comnlete symtactical and
gsemantical analysis of both source 2nd target-language to be a necessarv ore-
requisite, It is, thefefore, to these processes that thelr research effort

has been mostly directed, It secms that this groun is aware of the formidable-
ness of its self-immosed task, and vrobably “oes not ™glieve that even its
prerequisite will be attalned in the near futurelg). It believes, on the other
hand, and I think rightfully, that the insights into the workings of language
obtained by their research are v-luablc as such, and could at least oartlv be
utilized in practical lower-aimed michine translation by whoever is lnterested
in this latter aim. However, it will probably be admitted by this group that
some of the research undertaken by_it might not be. af anv direct use for
practical MT at all. The group employs to a high degree thc methods of
strmctural linguisties, and is strongly influenced b the recent achievements

of Professor Noan Chomsky2o)

in this field,
Since the immact upon MI' of Chomslty's recently attained insights into
the structure of language is a controversial issue, it would have been worthwhile

to spend here 2 few varagravhs on this woint, However, since I presented my own

views on this issue in a talk given before the Second International Consress on
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Cybernetics, Namir, 3entember 1958, scheduled to apnear in the Proceedings
of this Congress, a8 well as in a talk presented to the Colloque de Logique,
Louvain, September 195821), which talks are reproduced here in Appendices II amd

111, T shall mention here onlv onc point, The MIT group helieves, I think

rightly, that Chomsky has succeeded in showing that the immediate cotstitucnt

model, which has so far served as the basic model with which structural linmuists
were working, in general as well as forIMT marnoses, and which, if adesuate,
would have allowed for a relntively simnle complctely mechanical procedure for
determining the syntactical structure of any senténce in any language for vhich

a complebce descrintion in teras of this model could he provided —- as I have

shown alrerdvy 6 vears 33022)

~ 1g not fully adeguate and has to be swmlemented
by » so-called transformational modcl. This insight of Chomsky .omlaics also,
among other things, why most prior efforts at the mechanization of syntactical
analysis could not possibly have been entirely successful., The MIT group now
seems to “elieve that this insivht ean also be given a positive twist and made

to vield a more complex bub still complctely mechanical proecedure for svntactical
analysis, I mvsclf am doubtful about this possibility, especially since the
exact nmature of the transformations required for an adequate description of the
structure of Enslish (or any other language) is at the moment still far from
being satisfactorily determinegd, A great number of hishly‘interssting hut
apoarently also very sifficult theorctical problems, connected with such highly
sovhisticoted and rather recent theories as the theorvy of recursive functions,
especially of nrimitive recursive functions, the theory of Post canonical systenms,
and the theory of automata (finite or Turing) are still waiting for their
solution, and I doubt whethier much can be sald as to the exact impact of this

new model on I hefore nt least some of thess probloms have been solved, I

think that Chomsky himself cherished similar doubts, amd as a matter of fact

my present evaluation derives directly from taliks I had with him during my visit.
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The MIT grour has, among other things, also developed 2 new program
language which, though specially adapted for MI purposes, is orobably also of
23) '

some morc general importance™ . The fact that it was felt by this group that a
progfhm language is another more or less necessary prerequisite for MTI' is again
the result of their uncompromising ap»roach. To my knowledge no other group

has been working in this direction, and the development of a vrogram language

is nrobably indeed not necessary, nerhavs not even heinful for their restricted
aims, I would, however, agree that a »rogram langurge is indeed necessary for
the high aime of the MIT groupn, though I personally am convinced that even this
is not sufficient, and that this groun, if it continues to adhere to its aims,
will by necessity be led in the ‘irection of studying learning machines, I do
not believe that machines whose orograms do not enable them to learn, in a
sophisticated sehse of this word, will ever be aﬁle to consistently produce high-

quality translations.

8, In this connection, the work of the groun at the University of Pennsyl-
vania, Philadelvnhia, headed by Professor Zellig 7. Harris should be mentioned.
This groun is wholly concerned with Adevelooine nrosrams for the syntactical
analysis of English, 2nd is by no means directlv concerned with the implications
of its research for MI'. They do, Mowever, definitcly hope that their research
will lead to useful ammlications, not onlv for MT, but also for information
retricval and related problems, It is my »ainful duty to disnel at least some

of these hoves, Though I think that the actual programs commiled by the
Philadelphia group for the syntactic analysis of Eaglish embody solid achievements
based upon valid intuitive insights as well as upon extremely painstaking and
detailed observations, and in this respect egual if not superior to narallel
achlevements obtained Auring the same period by other groups concerncd with the
same oroblem (or rather, in most cases, with the materially different but
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methodologically very similar problem of mechanicelly znalyzing the structure of
Russian, German, French, etc.), the theory behind these achievements seems to be
of doubtful validity, if interpreted literally, and ill-formulated and misleading
in any case, Tine detailed gubstantiation of this rather harsh jﬁdgment by

quotations from the latest publicstion of this grour, namely the paperzh)

presented by Harris at the International Conference for Scientific Information,
Washingten, D.C., November 1958, will be undertaken elsewhere. One warning,
however, is definitely indicated. The similarity of the terminology used by
Harris and Chowsky is often deceptive. Cho-sky, who is a former pupil of Herris
and heavily indebted to him for many of the terms and underlying ideas, later
came to use these terms in senses which are cuite different from those given
them by Harris, More strictly, whereas with Chorsky terms like 'transformation!
or 'kernel' have pretty well determined senses, their vagueness not exceeding
the usual range adhering to almost all scientific terms, they are not at 211
well-defined with Harris, and with him rely for their meaning on some far-
fetched and under-developed znalogy with the use of these terms in modern
abstract algebra. 1In addition, Harris is much less cautious in his formulations
than Chomsky. It is often quite certain that Harris could not possibly have
intended to sey what he seems to be saying if his words were taken literally.
But even if the rsader is armed with a high degree of good will, he is often at
a loss how to interpret Herris! statements so s to save them from being patently’ -
false without becoming trivial. (I shsll deal on still another occesion with
the impact of Herris!' ideas upon information retrievel. Let me sev here only
rather dogmaticallv that I regard this impect as being very elight, as far as
one can judee at this time.)

I understand that the programming of the syntactical analysis of
English is fairly advenced though it is apparently still very difficult to
judge how advanced it is. In addition, this group is working with a Univac
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which does not seem to be a very effective machine for MI ournoses.

In order not to be misunderstood, let me stress that my criticism
refers only to Harrig' description of what the vrocess he calls “kernelization"
is ant to achieve and that vart of his theory of transformitions which lies
behind it. From a short discussion with him, I gathered that some of his
formilations are indeed not to be understood literallw, but I was unable to
determine what exactly was left., It would be of some immortance to get more

claritv on this issue.

9. The largest groun working on ¥T is that at Georgetown University,

Washington, D.C,, lefd by Professor L&éon E, w~ostert, The GU group comprises

four subgroups. One of these is headed by Professor Paul L., Garvin and has

been engaged during the last twr years exclusively in the programming of the

syntactical analysis of Russian, Their method seems to work rather satisfactorily

for the syntactical analysis of a large class of Russian sentences, though its

exact reach has not yet been fully determined nor 211 of its detnils debuggedzs).
The othér three subgroups at GU are working on MI as a whole, two of

them from Russian into English, the third from French into Frglish., During the

last months, the research done at GU has broadened and MT from ad itional

Ianguages into English has begun to be investigated. Howevér, I am not aware of

any nublications renorting on these new activities and shall therefore not

deal with them here. Tiey seem to be at vresent in their preliminary stages only.
I alreadr mentioined in section 2 that far-resching claims were made

by the GU subgroun headed by Mrs., Ariadne ¥, Lukjanow and using the so-called

Code Matching Technique. I eworesscd there my conviction that this groun could

not »ogsibly have developed 2 method that is as fully-autom tic and hish-gquality
as claimed, There are in -rincinle only two procedurcs by which such claims can
be tested. The one consists in having a rather larze body of varied material,

- 18 -



chosen by some external agency from the field for which these clalms are made,
processed by the machine and carefully comparing its oubtput with that of a
qualified human translator, The other consists in having the whole program
presented to the nurlic, WNone of these nrocedures has been followed so far.
Puring a recent demonstration mostlw material which had been previously
lexically abstracted and structurallv programmed was translated, When a bext
1eiically abgtracted but not structuraliy programmed wis given the machine for
translation, the outout was far from being high-gquality 2and occasionally not
even grammatical, True enough, this did not prevent the reader most of the
time from understanding what wns going on, but I was told that once or twice the
translation was quite wronv, something I could not check wersonally because of my
insufficient knowledge of Rugsian, I~ addition, verhans due to its smallness,
the sample did not contain any of those constructions wh'ch would cause word-
for-wnrd translation to be very unsatisfoctory.

The task of evaluating the claims and actual achlevements of the
Luk Janow subgroup is not made easier hy the fact that there seems to exist only
one wublicly availzble document nrepared by herselfzé). This document contzing
13 pages and is not very revealing. The only peculi~rity I could discover lies
in the annlvsis of the source-text in n straight left-to-right fashion,
exploiting each word as it comes, incliding the denands it makes on subsecuent
words or word blocks, whereas most obther techniques of syntacticl analysis I
know try to isolate certain units first, I shall return to this avoroach in
the next section,

The claim for unioqueness (and adequzcy) of the translation of a chemical
text 1s based upon an elnborate classifieation of 211 Russian words that occurred

in the analyzed corpus with some 300 so-called semantical classes. Though such

a detailed classification should indeed be capable of reducing semantic ambiguity
I am convinced that no classification will reduce it to zero, as I show in

Apnendix IV, and that therefore the claim of the Lukjanow group is definitely
-19 -



false, For the benefit of those who need a more palnable refutation, I »romise
to exhibit a Russian sentence, occurring in a chemical text, which vill be either
not uniguely translated or else vronzly translated by the Lukjanow nrocedure,
within a week after all the detnlls of this orocedure will be in my possession,
On the other hand, I am quite ready to belicve that this subgroup has
been able to develov valid techniques for a partial mechanization of Russian-to-
English hich-quality translation of chemical literature (or else for a full
mechanization of low-quality translation) -- ant this in snite of the poor

quality of some nublications of other members of this subzroup27)

-~ but, unfortun-
atelv, this groun seems to b¢ extremely reluctant to make the detnils of its |
program publicly awailable, Should it turn ont thut they did make some resl
nrogress not achieved elsowhere, this rcluctance will have caused a great waste
of time and money in other MT rese~rch grouns.

A third subgrous at GU led by DOr. Michael Zarechnik is Drocedding in

@

a somewhat different manucr, using a so-called General fAnalysis Technigue, and is

making less far-reaching claims. Much of its work which I was able to check
seemed to me well-founded and to contain solid achievements, However, as this
is not the slace to ge into technical details, it is not vossible to wresent an
exact evaluation of where this subgroun stands right now., They hope to be
readv with a demonstration within s few months, and I alsc understand that
everybodyv is welcome to look over their proeram to the dogrec that it has already
been written un., This groun docs @avisnge the utilization of 2 ~ost-editor
for high=auality final out—ut,

With regard to the fourth and last subgroun 2t GU, led by Dr. A.7.R.
Arown, I shall sav verv little here since I was un~ble to talk with Srown
versonally. As already mentioned, he is mostlv interested in translation from
French into English, I understand from his numcrous seminar work varers that
he is develoning his nrogram on a sentence-after-sentence basis, i.c¢,, dealing
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with the translation problems as they came and, so I was told, solving them one
aftor another with great ingenuaity. I have alreadv exvressed my conviction that
this apnroach is wasteful and am sorry indeed that I was unable {o talk this
over with one of the seemingly most successful adherents of the empirical approach.
Altogether, I think that among themselves the four subgrouns at GU do
cover wretty well the total realm of nroblems arising in connection with MT,
Dostert's interest in this field stems from his particination in the First HT
Conferince in June 1952, and so dows Garvin's who attended the public onening
meeting of this conference., These two linguists have been snending since
much of their time on scientific and organizational aspects of MP, and training
2 large number of other people now working on MT at GU., This is a good deal
of exnerience, and it is therefore not surorising that the work done under
their direction should indeed cover, more or less, all the asnects of the MT
problem, I aﬁ stressing this »oint since, in spite of the fact that I do disagree
with some of the views and ansroaches of Dostert aud his collaborators, I believe
that every newcomer to tile field —— 27d there have been many of those during the
the last vear and more 2re in »rosnmect -~ should make himself as thoroughly
acquainted 2s wmossible with the work done 2t GU, and cet as clear a picture as
vossible of thelir mchicvements and failures, Otherwise he will have 2 good
chance of revexting work that has been done there, and perhaps reneating the
manvy faillnres that undoubtedlv must have occurred there during the vears. Thore
exists no other groun in the United States, or iﬁ England for that matter, which
has been working on such a brond front. Tnis remark of mine is not to be
interoreted as imnlying thet the nrospective newcomers will not have to get
acquainted with anvthing done outside GJ, On the contrary, I do not think that
there is much done at GU in the field of MT which is not being done also elsewhere,
sometimes in more than one nlace, and in some of these¢ places, perhaps oven more
effectivelv, Bubt U is still the best »lace to get a full view of the problem,
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'or rather could be so if each suhgroun were equallv willing to discuss in full

detail its work with others.

10. Having just discussed, far too brieflv, the work done by one group in
the Washington area, let me now deseribe, even more brieflv, the work doue by
bhe other groun working on MT in that area, i.e., the groun consisting of
Pr. Ida Rhodes and one or two asgociates at the National “ureau of Standards.
Dr, Rhodes has been working on this oroblem for less than a vear and there exist
ne wublications so far, It is nevertheless my definite opinion, based upon
a few talks during which I was able to go through her program with considerable
detail, that her appronch is nroaising and worth close study, HNot that she has
been able so far to achleve any new results, but I hellev: that she has been abie
to obtain cold results by sufficiently new an’ oceasionally auite ingenious methods,
Dr, Rhodes is one of the few meonle in the field who has had long experience
with actual -rogromming, <eing a native Mussian sneaker, she has been able
to combing her linguistic intuitions with her thorough knowlelge of commuters
and their nrogramming into an MT program which, judging from its »resentl-
existing outline, should, when fully developed, be ~ble to achieve whatever can
be achieved in this ficld in one of the most efficient and economical wavs I
am aware of, Dr. Bhodes is a mathematician by training, and her knowledge of
modern structural linguisties is very slight. It should furnish some grounds
for thought to realize how much of the practical aims of MT can be attained with
so Little use of structural lin~uistics. Tt should, however, he taken into
account that Dr. Rhodes' aims are wholly practicrl, and that no attempt is made
by her to obiain o FAHO ontnut,

Let me mention just one d:tail in her orosram., One of the major orob-
lems in the syntactical analvsis of the given source~language sentence is the
nroblen of where to start, Gervin, for exnmnlc, instwucts the machine to look



first for participial constructions and relstive clauses, Harris, working

with English though, lets the machine look for nominal blocks beginning with

the end of the sentence and working backwards. In both aporoaches, it is of
course necessarv Lo go over the scntence a few times before its final analysis
is obtained. Dr, Rhodus, werhans because of her linguistie naiveté, starts the
analysis alwnys with the first word of the sentenc: and lets the nmachine go over
the words one after another, each time rewriting part of its own nrogram,

partly recnlling Mrs, Lukjanow's technique mentioned above, I do not think

that Dr, Rhodcs' method in this resqect is necessarily hetter or quicker.than
the ones adopted, for instance, by Harris and Garvin, but I am olso quite sure
that it is not necessarily worsc. IFf this is so, then it has certainly the
advantage of being transferable in its basic idea to the treatment of the
translation from other languages wherens, I presume,.Harris' ;nd Garvin's
aporoachis are very much more tailor-made for English and Russian, respectiv: 1y,
In this connection, the interesting question arises, which of these three pro-
cedures. is closest to the one used by human translators, if humrn translators use
one comaon proceture at ali, which seems to me to be at least highly doubtful.
Not thot this question is of anv nracticnl imnortznce for MT at this momert;
however, if and when the time will come when translations will be merformed

by machines with leazrning abilities and using, ~t leést nartly, rather general
heuristic instructlons instead of the fully sonelled-out »rogram which is
customary 2t present, our question mey hecome a practicnl one since we would
then prohably want to eglve the nmachine the sima or similnr heuristic instructions
which ~re given todar to human translators during their training or which they

devq}op for themselves in time,

11. Returning from this aside, let us turn now to another of the lareer
grouns engrged in MU research, namely the one at RAND Corporation, Santa Monica,
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California, headed by Dr. David G, Hé“s, ﬁith-Professor'Kénnéth E. darper of UCLA
éerving as its chiefl consultant, RAND Corporation has dealt with MT off and on
as early as 1950, The well-known study by Professor Abraham iaplan on the
reduction of amhiguitv‘through contextzs) was dene at RAND, and Dr, Olef Helmer
of RAND particivated in the First MT Conference. However, it is onlv during
the last vears that RAND's interest in MT has greatlv increased so that the RAND
ML grouo is at the moment one of the large ones, It is there thet the empirical
apnroach has found its wmerhans strongest exoression, orobably because Harper is
such 2 strong heliever in its soundness. The method thev advocate is to go ovér
a certain samnle of Russian texts, say of 30,000 words in length, "derive" from
a human analysis of this corpus both 2 dicpionarv and o set of gyntactical and
semantical rules, test the derived dictionary and rules on a new samnle of the
same size, to increase the diction~ry and, if necessary, cxpand as well as
Improve ugon the rules as 2 result of this test, go on to the next sample, cte.
A3 a matter of fact, during the first six vasses -- if I remember correctlv, they
have just started work on the seventh cornus -- they have mostly tried to perfect
the dictionary and solve some of the problems of volysemy -- for examnle, thgt
bothersome sroblem of the unioue rendering of Hussian orenositions. It is only
now thot they are attacking the question of syntactical analysis. It is imnossible
to go here into a detailed description of their vlanned avoroach but, again, the
aporoach is quite emnirical and therefore, in my opinion, wasteful in princinle
and not too nromising in its details as they stand st the moment. This is the
more devlorable since Harner is one of the most solid workers in the field of MT
with a deep undersﬁanding of all its aspects. I already mentioncd at the beginning
that the revort on the state of MfT prevared by the RAND groun is in general
reliahlezg) though I would very often disagree with their evaluation of this
state,

Being interested here only in the broad outlines of the state of ML, T
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am not going to mention all th%.very manv specific contributions made to the
freatment, of MT in its innumerable aspects by the RAND croup or anv other
group nentioned so far or to he mentioned later on., Some of these contributions
are indevendent of the general atiitude since thev mav be dealing with such
questions as the most efficient method for transliteration, questions of coding,
instructions for the keypunch omerator, ets., all of which are important aspects
of any nractical MT wnrocedure, though I myself shall not diseciss them any
further in this renort.

It is interesting, in view of some remarks I made above, that the
RAND group inteunds to deal with the problem of syntactical ambiguit+— by taking
into consideration these words in the sentence which are immediately contiguous
to the one whose syntactical status is ambiguous in isclation. This procedure is,
of course, rather natural and consclously, or unconsciously, based upon the
imnedinte constituent model discussed above. Knowing that this model is not
a fully adequate one, I am not immressed by the claim that resolution of
synbactical ambiguities by considerntion of the immediate neighborhoods of the
amhiguous ex»oression has proved itself in »ractice, Let me state, however, for
the sake of fairness, that a reooft which is wnrohably inspired by Harmer, if
not actuslly written by himao), contains a statement to the effect that its
author is not viry much imnressed hy the fact that counter-examnles of his emniri-.
cally derived rules can be concocted so long as these are concocted examnles
and not ones that occur in some actual text. Final judgment of this lssue must

be left to the reader,

12, In the nrea of Greater Los Angeles there is another group working on
MI' at Ramo-Wooldridge Cornmoration, headed by Dr. Don R. Swanson. Harper worked
23 a consultant for this groun at an earlier stage, and there exists a close
ccoveration between the RAND groun and the Ramo-Wooldridge one. Though there
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are sbme differences in their approach, a desériptioﬁ of these differences
would require going into greater detail than I am »repared to do here, This
is the group which -ublished the interesting revort mentioned in the preceding
paragraph, 2s well as an even more interesting and verv detnailed report on

the latest phase of its activities )

, 2 close study of both of which T would
suggest to everybody in the field, York on MI at Ramo~Wooldridge has aiso had
its ong ~nd offs, according to the amount of cdhtract moncy vaillable, and the
financial future of the grouo sewms to be unsettled. I hope, however, that
Swonson ~t lanst will be able to continue his work on M in some form or

another, since he has been able to make some solid comtributions to the field

in the past and will doubtless be able to do so in the future,

13, Another small groun whose philosophv is closclv related to tﬁat of
RAND and Ramo-Wooldridge is the one working in the hillow Run Laboratories of the
University .of Michigan, Ann Arbor, headcd by Mr. A, Kotsoudaé. ihere is nothing
I can say about the activites of this groun beyond the statemermt contained -in
the NSF booklct, exce~t that it does not seam to me that this group has made

any snecific lasting contribation to MP so far.

14. Th- last of the older groups, i.c., those in existence for more than

a year, is the Harvard University groun hended by Professor Anthonv @, Qettinger.
It is quite amazing Yo find thot this group still bgsies itself almost exclusively
with an explorotion of the word-by-word translation method. There seems to exist
in it a strong distrust of the aghievemerts of other groups. Though it may well
be admitted thot the possibilities of 2 word-by-word transl-tion from Russian

into English have mever before been so thoroughly explored ns they were by this
group, with some new insights gained, and that very valuable results were

obtained relative to the structure of MT dictionaries, one still wonders whether
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the right proportion between ubtilizing other people’s work in the field and
distrusting their work has been struck by this group -- though there certainly
are good reagons for the distrust on quite a few occasions. Since there exists
an extremelv detailed and easily accessible account of its worsz), I shall

here say no more about it,

15, " This leaves us with two more Americnn groups that started their work
very recently. There is one at Wayne Univepsity, Detroit, headed by Professor
Harry H., Josselson and Dr, Arvid Vi, Jackobson, 2 linguist and a commuter
mathematician, respectively, and the one at the University of California,
Berkeley, directed by Dr. Louis Henyev and Dr. Sydney Lamb,  Ne results bave been
achieved by these groups so far nor, of course, could they have becn expected

in this short time., Lot me make only 2 few short comments on their methedology.

The Wayne group expeets to doal with the same »roblems treated else-
where, but intends to make more use of modern statistical ftechniques. I am
not quite sure what exactly this is supnosed to mean, and I have already expressed
my doubts as to the effectiveness of the analyzing of a huge cormus of text, to
which alone statistical methods would be aonplicnble, for M nurposes befond
certain obvious vnoints,

The Berkeley grounm, on the other hand, having originally advocabed
also a strongly "emmirically" directed a’mroach seems to have changed its mind
somewhnt and is now tryving to strike 2 middle way between the divergent philoso-
phies. Though I believe that this groun did not yet find an cptimum compromise,
its program strikes me a3 guite reasonable and promising if only it will be able
to avoid the ever existing danger of just more or less rencatiﬁg, perhaps a

little better, what other peonle hnve been doing before,

14. There exists another small group at the Universitv of Texas, Austin,
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headed by Professor Winfred P, Lehmann, I know nothing about the activities »f

this group, excent that it must have started its work rather recentlv, and that
3

Judging from a talk given by Lehmann at the GU Round Table Meeting on.MT"B),

they are working on erman syntax.

17. He who has read, or will read, the remort of ReitwicsnersWeik (R-W)
mentioned in section 1, will notice that the three grouvs discussed in the
last two sections have not been mentioned bv them. This is simmly due to the
fact that these groups started their work after the completion of the R-W
revort, On the other hand R-Y do mention activities which have not been
treated by me. An cxolanation is in order.

The National Science Foundation {R-W, pn, 11-12) is smonsoring re-
search on MT and organizing conferences on MI hut is not conducting research
on its own. -In addition, it is nmublishing vervy valuable remorts on Current
Resenrch and Develomment in 3cientific Documentation, part of which is dedicated
to »T, The lrtest »f these reoorts3h) deals with MT on pw, 31, 22, 38, 39, 42,
L7-57.

The U.S, Alr Force, Air Research and Develooment Command (R-¥, o, 12)
sponsors and supervises T research but does not sesm to be engaged itself in it.
The final report of the University of Vashington group mentioned there as due
for about Mav 1958, has not vet anpeared but should be out verr soon,

The U.S. Army (R-W, », 13) onlv sup-orts research.

The research at 3¢ll Telenhone Laboratories and Haskins Laboratories :
(R=W, on. 14~15) is only very remotelv related to MT.

I3M (R-W, n». 14) joined forces in 1953/54 with tae GU group in the
nrevaration of the well-known GU demonstration. Dy, Gilbert V. King, forﬁefly
with Telemeter-Magietics, Inc., Los Angeles, California, joined 1BMW in 1957 and'.
is in the process of organizing an MT group at the IM research center in
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Yorktown, N.Y.

Research at Telemeter-Magnetics, Inc,, itself (R«W ». 17) has been
discontinued, to my knowledge, after King left, Incidentally, the name given
to the high-canacity phofosconic storage disc developed by King, "The USAF
Automatic Language Translator Mark I", is highly inappropriate.

Research at the Californin Institute of Technolory, Pasadena (R-W,
w, 17-18) was alsc discontinued after Mr. Toma left in 1958 in order to join
the GU groun., He is now working with the subgrou» hended by Zarechnak.

The research at Indiana Universitw, B3loomington (R-¥W, »., 20) is onlv
remotely relevant to MP in its present, st-ges.

I am not aware of any reccnt activities in MT 2f{ the State College
of "ashington, Pullman (R-¥W, n, 22),

The University of California at Los Angeles (R-W, »p. 22~23) was one
of the first centers of MI -- we recall that Professors Kaplan, Victor A. Oswaid,Jrg
William E. 2ull and Harw<r were, and still are, teaching there — bubt to my
knowledge none of them is now working on MI at the University, though Harner
is serving at the moment as & full-time consultant to RAND Corpor-tion and the
others nmight still occasionally do some consulting on MT matters, too.

Oswald gave a talk in the GU Round Table Meeting in 195735).

I do not think that the work at the University of Yhicage (R-VW, p. 23)
is of any specific relevance to MT,

Equally irrelevant is the work done at Vestern Reserve University,

Cleveland, Ohio {(R-W, p». 30-31),

18, 8efore I go on to describe the work of the two British grouns, let me
stop and try to summarize the situation as it exists at vresent in the United
States, Most groups dedicate most, if not 2ll, of their work to Russian-to-English
transiation. The only excentions are the MIT groun which works, in so much as
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it works on straight MT »Hroblems ét all, on Gaﬁman-to—Engiish translation,'the
Jeattle group wﬁich spends part of its time on Geﬁnan-to-Englisb translation
and anparently a littlé also on other pairs of languages, and one subgroup at
GU which works on French-to-English translntion, The PMladelnhia grouv is
exclusively concérned with the syntacticnl analysis of Pnglish. The cbncern
with Russian as a source-language is, of course, no accident, but dur to the
simnle and well-known fact that translation of scientific, technological and
intelligence material from this language is of vital concern to American science,
technology and security, Tt is orobably also no accident that those MI groups
aiming at short range results, and therefore willing to rencunce, at lsast for
the near future, the ideal of FAHOMT have concentrated on Russian-to-~English
transl-tion whereas the more theorctically mindcd groups were working mostly
with other pairs of languages.

There is little I would like to say 2t this point on the prospects of
the thsoretical 2vproach in addition to what I have already said bofore, Research
along this line should definitely be treated as a long-range, highly basic activity
whose direct practical aonlicability at any time is rather doubtiful though, as
said “efore, it might lead to immortant insights into the workings of language,
and therefore sooner or labter also to some indirect practical avolications,

With regard to that oart of T research which is oriented towards
achieving nractical results in th: near future, let me make the following comments,
The_whole gomut of nrobloms of Russian-to~En lish translation is covired at
present (with the obvious excemtion of =remaring additional idiozlossaries), I
already said that at GU . long all or-wost of, these problemg. are.treated.. Hence,
in regard at lenst to the topie, if perhaps not so much with regard to the
method, there must exist a considerable overlap between the activites of the
various groups. It is my definite opinion -~ which it would be extremely diffi-
cult 4f not impossible to document, and certainly not within the limits of this
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report -- that this overlan is too high, and that at lcast fifty percent of the
‘current research effort is wasted in the sense that either known results are
obtained anew by the same or not significantly different methods, or that old
failures are repeated., I would not want to denv that in a certain sense both
rediscovery of old results and renmetition of old failures may have their value,
But T would still say that these advantages could and should be obtained more
cheaply and less wastefullvy,

There does exist some cooperation between certain groups, cspecinlly
the smaller ones, but it is also 2 well-known fact that some grouns are guite
reluctant to share their detriled results with others, perhaps becnuse of a
fecling that these results have not yeb gotten their definitive formulntion,
nerhavs also for less altruistic reasons; in this connection I think I should
mention esmecinlly the Lukjanow subgroun at GU and the MIT group., On the other
hand, there are grouns which feel that they have little to learn from other
groupa'! achievements and, if I am not mistaken, the Harvard group is a good
example of this attitude., I would guess that if nobthing is done to improve
this state of affairs, not only will valuable research money be wasted, but
the actual going into business of o man-machine nartnership in Russian-to-English
translation might be postnoned beyond necessity for a couple of years or so.

The need for constant and more elaborate exchange of idens has been
repeatediv exnressed by the leaters of many MT grouns with the NSF exnlicityly
offering its help in this resmect, but it seems that so far no really effective
measures have been taken to wut this collaboration into practice, I shall,

at the end of my report, make some definite recommendntions in this Adirection.

19, Let me now turn to the tio groups working on MT in Enslan?, One of
these is operating at Birkbeck College in london, headed by Dr. Andrew D, éooth,
the other at the University of Cambridge, headed bv Mrs. Margaret Masterman-
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BraithwaiteBé). Booth is one of the very first persons who thought ef the
utilization of electronic comouters for translation as early as 1946, and has
written together with Dr, R,H. Richens, »resently a memoer of the Cambridge
group, a nioneer mazer on MT in 19&837). He has continued his research in this
field almost uninterruntedly -though alwavs only part-time and published last
vear, together with two agsociates, 2 book dealing mostlv with machine

38)

translation” ', He was also one of the editors of the first book dealing with
MT39), which contained 14 monogravhic studies on various asvects of the MI
nroblem, in addition to a foreword by Dr. Warren We~ver of the Rockefedler
Found~tion and a wvaluable historicnl introduction, His recent book cont-ins a
great wealth of Insights ints the syntactical structure of German, and to a
iesser degrec into that of Rrench and Russian, but the a-mroach suffers from an
excessive adherence to the empirical method in so much 2s rules for resolving
syntactical ambiguity are based, in princinle, "on analysis of all the existing
literature on the subject in question", and in nractice, for the ourvoses of
illustration, on the analysis of a verv small amount of text. The same holds
for the methods vroposed in this book for the reduction of semanticnl ambiguities,
The authors are avare of the limitations of this method but intend to leave the
develooment of 2 method thﬂt would resolve ambigaitics in all conceivable
(scientifie) texts to neonle with a high degree of acquaintance with the German
Innguagc., Many statements, of either historienl or systematic nature, made in
this book are sometimes rather cavalier, and could create a somewhat Aistorted
picture, es~ecially with regard to the relative importance of the insights
gained b this group itself, There is, "owever, no point of here going into
such details. The book contains, in addition, manv technical details of the
construction of nrograms for MI, £ full account of which may be gained from a

comnanion veolume by Booth's wifeho),
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20, It might be worthwhile mentioning that this book also contains 1
refutation of 7ne very freouent argument for the use of an interlingua, i.e.

an artifiecial mediating language, for MT Durposeshl). This argumnent points out
that translation from each of n natural languages into each other requires the
establistment of n{n-1) programs (including dictionaries and idioglossaries)
whereas the use of an interlingua, into which ant from which all translation
exclusively aroceeds, requires only 2n such nrograms. (For ten languaces, for
examle this means a deduction from 90 to 20 progroms.) The fallaciousness

of this argument is immedi-telw obvious, however, as soon 2s one realiges

that using onec, any one, of the original n langunges 23 a medinting language
would reduce the number of -rogroms even more, nonely to 2(n-1) (in our illus-
tration to 18), This counter-argument does not, of course srove that the idea
of using an artificia) medisting translation langunge is wrong as such, and other
arguments have been brought forward in its defense, but the one refuted just now
seems to have been one of the most wotent ones, and with its elimination pro-
ponents of the interlingus idea should give it a second thought,

Tt should indeet be carefully tested for indemendert reasons, to
what. derree the guality of 2 translation hetween two languages is impaired, if
instead of a direct translation, an indirect one is employed, based uvon high-
quality tronslation from the source-language into some intemedinte language
and from it into the target-language. So far there exist, to my knowledge, only
mor¢< or less anecdotal results in this resnect. <“hould it turn »sut that high-
quality translation is generally obtainable bv going through some intermediste
langunge, natural or artificial, this would be of enormous imnortance for multi-
lingual T of the future.

Whereas the mentioned argument "from n?

tp—

to gg" for the use of an

artificial interlingua in MT can definitely be proven fallacious, though it

holds good as an argument for the use of any intermediate langusge, there are
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of course other drguments to support the use of an artificial interlingua

ggé artificial, whethér of the Esperanto tvpe or of that of 2 synbolic language
system. I admit that the idea of a "logical®, unambiguous (in every respect,
mornhologically, syntactically and semantically) interiingus has its appe2l

today as had the related ider of a charicteristica universalis in the 17th and

early 18th centuries. This appeal is bolstered by the great achievements of
modern mathematical logic with its constant use of artificial lansuage systems,
and there is therefore some force in the claim that an idea that failed in the
17th centuryneed not do so in the 20th., But the present argzument is no less
fallacious., Its fallacy lies in the assumpbion that M"translation' from a
natural into a “logieal" language is somehow simpler than translation from one
natural language into another, This assumption, however, is totally unwarranted,
whatever its ap-real to someone with little direct experience with symbolic
language systems. As a matter of fact, the transition from a sentence in a
natural language to its counter-part in a language system deserves the name
translation' only in a somewhat Pickwickian sense. I shall not elaborate this
point any further, but onlyv mention that it has been discussgsed rather widely in-
recent methodological litarature, Ve have here probably another result of the
customarv Loose use of the word 'translation' which has. already caused a lot of
trouble on other occasions {such as in connection with information retrieval whére
the issue becomes constantly befuddled through an uncritical and still more
metaphorical use of this word), HNot only is the process of nresenting a counter-
part of some natural language seutence in some symbalic language system in general
incomparably more difficult than its translation into some other natural language
even for a human being, as cveryone who has ever taught a freshman course in
symbolic logic will readily certify, -but the mechanization of this kind of
"translation' poses problems which are by ordats ef -megnitude more difficult than

those posed by translation nroper. It is no accident, again, that not only
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have linguists not attacked these problems in any serious sense, but that even
hard-boilesd logicians have shumned it in favor of dealing with Measier' ones
(which ordinary linguists regard as lying be&ond their comprehension).
Altogsther, the problems revolving around an interlingua as a device for MT are
51111l in 2 highly speculative state, and it is orobable that years will pass

before any practical results can be expected,

21. This brings us to the second British group in which the idea of an
interlingua has played a decisive role in the latest asvects of its ways of think-
inghz). In spite of its constant disclaimers, I regard this groun as a highly
gneculative one with many of the good and eqgually many of the bad connotations
of the term. I find myself again and again amaged by the prolificy of ideas
emerging from this groun, almost all of which have some initial apoezl while
also having the disturbing property of constantlv changing thelr exact mean-
ing or being quickly replaced by some other idea, for which the same process
starts all over again after a vervhshort time, I myself, in the early stages
of mv thinkine on MT, have nlaved with many of these ideas and can therefore
readily testifv to their anwmeal., I did, for instance, repeatedly spend some
time on the question of whether and to what degree Combinatory Logic could be
apnlied to MT, and though I have failed so far to achieve any strious results
in this connection, I am not convinced that I myself, or other people better
equipped for this purpose, could not still do so if working very hard and
uninterriptedly on this nroblem. In one of my publications I madc a brief
mention of this issuebB). Miss Masterman wrote three years ago a long
(unoublished)} wamer on this topie, hut I had great trouble understanding its
peint, and the issuc is no longer mentioned in more recent publications of the
Cambridge group, paving apparently becn superseded by the idea of apnlying

lattice theoryhh). Now lattice theory is the theory of a structure which is
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50 genefal.that one should not be‘sururised to find it smbodied in some

actual situation. Tﬁere can also be no doubt that lattice theory, and certain
more general branches of abstract algebra such as the theorv of semi-lattices
and vartially ordered systems, can be anplied to linguistic investig-tions
though I am not aware of any new insights gained so far by such apnlications.
The anvlications made by the Cambridge group of their lattice-theoretical
approach, inasmuch as they are valid, are only reforrmlations in a different
symbolism of things that were said and done many times before,

A third idea emerging from this group, though not only from it, is
that of using a thesaurus-type dictionary instend, or perhans in addition to,
ordinary dictionaries. I fird here the greatest difficulties of understanding
in spitec of many attemmts on my -art to do so and many hours of talking with
various members of the groun, Among other troubles I have here is the fact that
the term "thesaurus" has not only been used by variois groups in different,
occasionally quite different, sens:s, but that members of the same group often
use the term in different senses,'and that its meaning keeps shifting even in
the nublications of one and the same person with no adequate warning given to
the reader, perhans without the writer being awnre of such a shift, 3So we find
that 2 thesaurus is sometimes meant to he rather similar to Roget 's well-known

Thesaurus of the Enclish Ianguage, and sometimes exnlicitly rather different

from it, in which case not always an indieation is given of the specific
character of the intended difference. Sometimes the thesaurus is supnosed to
contain after each entrv so manv empressions of the gane language; sometimes
it is supposed to contain, oerhaps in some cod., the interlingua eouivalents of
these entries, and so onhs}.

The only sound idea T can sec behind all this fuss about the thesaurus
is the old idea alreadv expressed in Veaver's memorandum of 1949 that the

ambisuity of words of the source language in isolation is reducible through
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taking proper account of its linguistic enviromment. One has tried many
times to write a program exvloiting this idea, but so far never with full success.
The main treuble is that the word, or the words, which can serve as clues for this
reduction of ambiguity do no alwavs oceur in the immediaﬁe neighborhood of the
amhiguous word, sy one or two words on either side of it, though this will
havmen most of the time., Sometimes not even a whole senfence,or a whole para-
gravh, for that matter, would be a sufficiently large enviromment for comolete
reduction of ambiguity by machine though it might he so for an intelligent
human reader, A demonstration of this contention of mine is given in
Aovpondix IV,

Altogether there exists so far no evidence that any of the ideas
brought forwnrd by the various members of the Cambridge group will ever con-
tribute new effective methods fﬁr practical MT, and little evidence that thev

would result in new valid insights into the workings of language.

22, I understand that the National Phr-sicn1l Laboratory, Teddington,
England, is in the nrocess of organizing a group that will work on MI, So
far, however, I know of nothing more smecific in this respect. I am not aware
of any ofganized research on MT outside of the United States, PFneoland, Russia
and Italy, where Dr, "%ilvio Ceceato heads a small research groun at the
Universitv of Milan. Since this group anmarently has not yet mublished its recent
findings and sinee I could not persuade mvself that I understood the articles
published by Ceccato three venrs agohé), I shall say no more about this last
groun here., {Mv own rceently ereated,anall groun at the Hebrew University,
Jerusalem, Israel, has so far done very little constructive work on MT,)

A fully detailed, critical revort of the state of research on MT
in the USSR is hishly desirghlé: . i am ic no nosition to nresent such a
renort myself, not having visited there. I understand, however, that Oettinger,
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who had an oprortunity tohvisit three eof the five (at least) Russian research
centers during the surmer of 1958, has nrepared a short revort which will be
published soon. Some equally recent imoressions on the state of MI in Russia
can be gotten from reports orewvared by Professor John W. Carr, III, and

Prefessor Alan J, Perlis who, during the summer of 1958, visited various

computer installations in Russia, and had an opoortunity to talk briefly with
representatives of most MT groupsk?). However, since M was not their major

concern, the picture one gets from these reports is not as detailed and

critical as one could wish,

“3, Let me swmarize and make some pro-osals:

{1) TFully-automatic, high-quality translaticn is unattainable in
the near future, and not attainable altogether unless machines can be built
and vrograms for them written which will endow these machines with ouasi-
human intelligence, knowledge and knowledgabilitwv,

(2) Basic linguistic research is of great importance as such, and
should be suprorted whether or not it will lead to imwrovements of MT techniques,
Most of this ressarch would gain if ap-nlications to MT problems will not be
taken into account from the beginning,

(3) For ti’le time being, research on MT propor should only concern
itself with supplying mechanic2l aids to translation, while asiming at constantly
improving these aids and increasing their number, By pooling the available,
highly disversed knowledge in the field, it should be possible to establish
within a period of a few years translation centers that would be able to
comoete commercially with existing all-human translation establishments either
in nroviding high-quality translations while requiring onlv a fraction of the
human fime invested there, thereby making a substantial contribution to the
practical translation problem, or, alternatively, in producing low-quality
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translations without any human intervention.

(4} The economic basis of a commercial partlv-mechanized translation
center would be strengthened by the develooment of a reliable orint reader and
the construction of a snecial-ournose translation machine, These two develon-
ments should therefore be given high priority.

(5) The svecial-murnose translation machine should be constructed in
such a way that it could donveniently be =rogrammed to come up with an outout
that would enable a human post-editor to nroduce 2 high-guality translation, as
well as with an output that could stand by itself as a low—guality translation
surrogate that would be satisfactory in those situations where no more is
required.. |

{6) The damage done by a failure to pool available knowledge and to
plan an efficient division of labor i+1ill vrobably be much greater than the
advantages gained from a goirit of commetition, nnd might cause a delay of two
or three years in the establishment of 2 working, commercial, nz2rtlve-mechanized
translation certer. It srobably makes little difference whether one large
research and desvelooment center for MT is created or whether the existing
groups come to an agreement as to thelr pooling of knowWledge and division of
labor, '

(7) Since most, if not all, of the research funds are sup~lied from
government and milit-ry agencies, it should be not too difficult to obtain a
degrer of cooperation which would insure full utilization of the achlevements
attained so far for the purpose of quickening the pace towards the establisﬁment
of the first cormmercial translation center,

€8} Not only should the existing research staff be encouraged to
cooncrate and be given the opnortunitv of quickly exchanging ideas, half-haked
or fullv-baked, but more neonle should he trained to deal with the countless
still unsolved MT problems, esvecially, of course, with regard to translation
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into English from other languages than Russian and from English inte varicus
.1anguages.

{(9) 1 »rovose, more soecifically, that during the summer of 1959
various high level seminars should be organized by some such organization as the
National 9cience Foundation, in which one or two leading memhbers of each of
the groups e¢ngaged in practical MT research should exchange their knowledge on
selected specific asvects of MT, thrash out their differences and arrive, if
possible -- and I think it should be possible --, at the determination of one
or two most promising methods for the solution of each such specific problem.
Subsequently they should come to an agreement as to which group or 7roups
should undertake the detailed solution of these problems. There are groups who
claim to be in_possession of more or less complete solutions of certain swmecific
problema. These claims should be checked, nreferably with the help of a
comuter that, together with a staff of orogrammers, should be made available
for these seminars. If the claims are sustained, the resmective -roblems could
safelv be regarded as solved though there will, of course, alwavs be room for
still betier methods, These seminars should each last for ahout a month.

{10) Starting in September 1959 or, should it be too late to
arrange for this, in Sentember 1960, one or two universities or technological
institutes should undertake the training of suitable candidates for work on T,
whether as research workers, »rogrammers or post-editors. Georgetown University,
MIT-Harvard University, the University of California (Los Angeles and/or
Berkeley), and the University of Michigan are the most likely places where such
instruction could be given. This would be a one year course for students with
3,4, or B,Sc, degrees at least. The exact curriculum of such a course could

nrobably be worked out without too much difficulty.

2L, Let me wind up with a remark on bibliography. I did not deem it
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wofthwhile to provide one, in addition to the literature mentioned in the notes
since there exist already quite a numher of such hibliogranhies and a biblio-
graphy of Russian opublications is in nrep&ration; as mentioned in section 21.
The most im-~ortant onc is, of course, the annotated bibliogranhy anended to
each issue of the journal MI. The last issuced in myv nossession, Vol, 4, No. 3,
ig dated Decembher 1957 but must have anoeared at the earlied in Mafch 1958,
since onc of tho revorts mentioned in the hibliogra-~hv anended to this issuc
is dated Febrmiary 1958. The last item in the bibliogranty of this issue carries
the ordinal number 134, I understand that Yol. 5, No. 1 anncared in December
1958, but this issue has not vet come into my nossession, Many of the items
mentioned in my notes are not yet contained in this hibliography.

Other bibliogranhies are given on op. 227-234 of QE;_QEE. in note 14
(46 annotated items)}, po. 82-95 of oo, cit.in note 10 (82 annotated items),
o7, 28-51 of on. cit. in note 4, and oo, 51-45 of on. c¢it. in note 5 (containing
some 170 items, including in~e¢rnal reports, work maners, ete,). Uscful current
references ar given passim in op, cit. in note 4,

It. would be verv heloful, if somcone, »irhans the editors of MT,
would nublish a consolidated, a'motated bibliogranhy covering the first decade

of MI', 1949-1958.



NOTES
1) This estimate is not official. - In addition, it is still rather difficult to
evaluate available machine time., Some basis for the estimate is nrovided in
Appendix I,
2) Reitwiesner and Teik, in their rewort mentioned helow in note 5, say on
nage 34 that "Dr, Panov's group consists of apmroximatelw 500 mathematiclans,
linguists and clerical versonnel, all working on machine trﬁnslations of foreign
languages into Russian and translations betwwen foreign lansuages with Russian
as an inter-larguage'.
3} Y, Jar-dillel, "The dreéent state of research on mechanical translation,”
American Documentation 2:229-237 (1951, amnearsd 1953). .
4} H.P. Tdmndson, {.F. Harner and D.:. Hays, "Studies in machine translation --
1: Survey and criticue", Project RAND Research Memorandum RM-2063, February 25, 1958,
Eight more memoranda were nublished in this series in December 1957 and during 1958,
5) .V, Reitwiesner and M.H. Weik, "3urvey of the field of mechanical translation
of langua~es", Ballistic Research La“orstories Memorandum Revort Ho. 1147, May, 1958,
6) “Current research and develo-wment in scientific documentation, Ne. 3%,
NSF-58-33, 3cience Information Service, dational “cience Foundation, Octoher 1958,
7) M"Research in machine translatiOH", “fonogranh Series on Lansuages and Linguisties
No. 10, “eorgetown Universitv Press, Va-hin~ton, D.C., 1957,

8} A.D. Booth, L. 3randwood and J.P. Clcave, Mechanical resolution of linguistic

problems, Academic Press Inc., Wew York and 3utterworth Scientifie Publications,
London, 1953,

9) I have to heg the rcader's wrdon for this seeming pleonasm. BSut 'machine
translation' has apiarently come to mean translation-with-some-use-cf-machinery

so that it is not really vlcaonastic to speak of 'fully-automatic machine translation!
nor contradictory to sweall of 'martiallyeautomatic machine translation!,

10) This estimate is given on p. 58 of "Desism Studv for an Tntergrated USAF
Intelligence Data Hardling Svstem, Avwendix A, Machine Treonslation of Languagesh;
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submitted by the Ramo~Wooldridge Cornoration, 31 March 1957.
11) In addition, whereas the estimate of one fourth of a cent was hased on a
rate of 20 Russian words wer minute (gggg.), in the RAND renort mentioned in
note 4, n., 12, the maximumlrate of trained and experienced keyounch operators
is given as 600 words per hour. This alone doubles the expense.
12} On -, 5? of the renort mentioned in note 10, it is estimebed that an automatic
priont re~der might be ten times cheaner than human retyoing, This estimnte is
doubtless highly speculstive, It is stranre that the estimates on human translation
cost diverge so greatly, The latest estivte I know of is given as "l to 3 cents |
per word® on -, 5 of "Exorrimental machine trensi=tion of fussisn to Fnglish®,
Ramo~¥ooldridee “rojsrct Prosress Reoort M20-8U13, 15 December 1953, I have already
heard mentioned the figure "4 cents Her word" and even higher ones. These figures
need not be commensurable as the speeific form of the final human outwut is usually
not giwven, |

T understand that a certain outfit in Israel which does large-scale trinslation
of scientific material from Russian to English for an American agency charges nhout
2 cents mer word for a finished wreduct.
13) So long as kev-unchine will h- used for the innut, it will doubtless be highly
profitable to ‘ntroduce as mich »re-editine as the keynunch onerator can take into
stride without slowing -lown to an~ considera’™le derree. The wroblem will hecome
more delicate after 3 print-reader takes over,
14) These are the terms ex»licitdv introduced for MT nurvoses on o, 88 of
¥V.E. 3ull, Ch, Afrieca and D, Teichroew, "Some nroblems of the 'word!'", lachine

Translation of Languages {(W.,N. Locke and A.TU. Booth, eds.), Technologv Press of

MIT and John ' ilev & Sons, Mew York, Chamman & Hall, London, 1955, on. 86-103.

15) This term has already caused a lot of confusion., Cf., GaZey M. 172 of the
book mentioned in note 7. In this rovort, howcver, its meaning should be
unambiguously clear from the following sentences. The clitrest -resentetion of this
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arproach is given in H.P, Eumundson and D.G. Heys, "Studies in machine translation
- 2: Research methodology!, Project RAND Hesearch Memorandum RM=2060, December 16,
1957. Cf. note 4.

16) This talk is reproduced on rp. 514-518 of the Proceedings of the Eighth

Internaticnal Congress of Linguists, Oslo University Press, Osleo, 1958. The

reports and discussions of the section meeting on ™', which I ch-ired, are
reproduced on prp, 502-539,

17) For this topic, see B, Reifler, "Mechanical determination of the constituents
of German substantive compounds", ¥T 2:3-14 (1955), In the Oslo talk (see previous
note), Rzifler made some very far-reaching claims in this respect which sounded
hardly believable, I .ope that the promised report will allow for a test of these
claims.

18) See ©. 577 of the book mentioned in note 16.

19) The language in which Yngve suts his beliefs is rither indefinite, 1In one of
his last gublications, "The feasibility of machine searching of English texts", to

eppear in the Proeeedings of the Internstional Conference for Scientific Iuformation,

Wushington, D.C., November 1958, he says, for instance: "It is the belief of some
in the field of T that it will eventuallwv be toszible to design routines for
translatine mechanically from one language to another without human intervention®
(. 167 of the preprinted volume, Area 5). It is rather obvious from the context
that Yneve includes himself among the "some". How remote "eventually" and
Pultimately” -- another ¢ualifying adverb occurrinme in a similar context -- are
estimated to be is not indicated.

20) Among Chomsky's many certinent rublications, I shall mention here only his

book Svntactic Structuwres, Mouton & Co., !'s-Gravenhage, 1957, which also contains

further references.

21) This talk, reviged ; was publighed-in_Lozicue et Apnalyse, Vol. 2, No. 4,

January 1959,



22} In my .aper, "A cuasi-arithmetical notation for syntactic description®,

Language 29:47-58 (1953).

23) This language. called COMIT, is described in an internal memorandum, "A
programming language for mechanical trunslation", dated Sertember 2, 195&8. I
urderst.nd from corresrondence with Ynive that other groups are rlanning to apply
COMIT to their own research,

24) "lLinguistic transformations for informstion retrieval', to appear in the
Froceedings. It is preprinted on pr. 123-136 of Area 5. ,
25} Among the numerous velevant cublications of Garvin, let me mention onlv
various Seminar Work Pupers of the #M-chins Translation Project of Georgetown
University (the latest of which, MI'-73, was rublished in 195£), his contribution,
ULingukstic ~nalysis and translation .nalysis", to the monograph mentioned in note 7,
and "Syntectie units and operations" on pp. 626-6%2 of the book mentioned in note 16,
26) "Statement of prorosed methed for mechanical translztion", Seminar Work P.per
MT-35 of the M.chine Translation Project of Georgetown University, 1957.

27) It is impossible not to react to Lr, William M. Austin's raper "Language as
symbolic logic", op., cit, in note 7, pp. 39-43. Lr. Austin may be a good linguist,
for all T know, but what commels him to exhibit in rublic his total confusion in
matters of symbolic logic?

28} "in exverimentel study of ambisuity and context", The RAND Cormorstion, P-187,
November 30, 1950; :ublished in »T 2:39-L6 (1955).

29) Among the exceptions should be mentioned the char.cterization (on p. 14 of
92;_3333 in note 4, of the Polish logician A*dukiewicz ws a linzuist and the

similar mistzke with regard to the Polish school of logicians. I myself am
characterized on this occasion as the exponent of the Polish schoel in the United
States, which is misleacing in various ways. (It is true, however, that I acknow-
ledged in my paper mentioned in note 22 the impact of & certain paper of Ajdukiewicz's
which does not seem to have been read by the RAMD group, though it appears in their
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bibliography. )

30) This is the report mentioned in note 10. The paraphrased stapement occurs

on p. 39.

31) This is the report mentioned in note 12.

32) A.G. Cettinger, W. Foust, V. Giuliano, K. Mwgassy, and L. Mctejka, "Linguistic
and machine methods for compiling and updating the Hervard Automatic Dictionary”,
to appear in the Proceedings mentioned in note 19. The vrerrinted versien is on
pp. 137-159 of Area §.

33) "Structure of noun phrases in German", op._cit. in note 7, pp. 125~133.

34) See note 6.

35) "The rationale of the idioglossary technique", or, cit. in note 7, pp. 63-£9,
36) 1t is perhaps not superfluous "to roint out, in view of such descrirtions as
given in R-W, p. 35, that Miss Margaret usterman and Mrs, . Braithwaite and even
Miss Musterson (1) in Oswald'!s paper mentioned in note 33, are one and the same
verson, Miss Masterman is married to Professor Richard B, Bruithweite of the
University of Cambridge, England.

37) Tais paper, "Some methods of mechanized translatiom', ..as rerroduced in
mimeoeraph for.the First T Conference in June 1952,

38) 3See note 8.

39} See note 14.

40) X.H.V. Booth, Progromming for an automstic digit:l calculator, Academic Fress

Inc., New York, Butterworths Scientific Publications, London, 1958.

41) See op. cit. in note &, p. 293,

L2) Thre latest version of this idea is. described in R.i. Richens, “Tigris and
Euphrates -- a comparison between human and machine treznsltation”, Foper 2-4

rresented at the Symposium on the Mechanization of Human Thought, held at the

Wi ticnal Phvsical Lr-boratory, Teddington, mMiddlesex, England, November 24-27, 1958.
The .aper and subseguent discussions will be published in the forthcoming Proceedings
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of this Symposium. OCf. also M, M.sterman, R.M. Needham, and K. Spdrck Jones,

"The znalogy beiween mechanical transliastion and librery retrieval", to appear in
the Proceedings -entioned in note 19. The preprinted version is on pp. 103-121

of Area %5, Both papers contain further references, A4 strong, though by no means
conclusive, case Tor Interlingua (with a capitel '1') #s an interlingua for MT is
made by 4. Gode, "Signal system in Interlingua’, M 2:55-60 (1955}.

43) On r. 55 of ops cit. in note 22.

i) See W, M gterman, "New techniocues for analyzing sentence .atterns” (Bbstract),
MT 3:4-5 (1956).

45) Among the numerous publicetions using the term 'thesaurus' in connection with
MT, let me mention only the following: d.A.k, fdelliday, "The linguistic basis of a
mechanical thesaurus®, MT 3:81-88 (1956) (cf.lalso np. 527-~533 of ¢p, cit. in note 16),
W% Mosterman, "The thesaurus in syntax and semantics", if 4325-43 (1957}, the
second of the papers mentioned in note 42, a regort for NSF uy Gilbert wW. King on
the work of the Cumbridge Linguace hese rch Unit, "A thesaurus-luttice cuproach to
the structure of language and com~unicztion with words", Julv 1958 (which made no
more sense to me than the publications of this Unit themselves). Curiously enough,
a thesaurus approac™ is a%so adorted by David ¢, Huvs, "3 -rojected study of
semantic ¢mbiguity®, RAMD Corporation P-94L &, Se.tember 24, 1956. 1 have not
heard since of this projected study.

h6) Tie mors important one is "La grammatice insegnsta .lle machine", Civiltad

dalle ¥Mrchine, Nog. 1 and 2, 1956,

47) I have in my possession a mimcographed "Report on a return visit to the Soviet
Union by four American digital corputer specialists", Department of Mathematics,
Univsrsity of Michigan, Ann Arbor, Nevember &, 195&, by John w. Carr, III. I ottend-
ed FPerlis! oral rresentation of his report in November 1958 but have no copy of it,
If someone doubts that all the aspects of MT covered in my report in connection
with the state of the art in USA znd England zre clso fullvy Eovered in the USSR, let
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him look at the “Abstracts of the Conference on Machine Translation (Mey 15-21,
1958)" &« translation by the U.S., Joint Publications Research Service, dated 22 July
1958, from the Russian original published by the First Moscow St-te Pedagogical
Institute of Foreign Linguages under whose auspices this conference convened, This
brochure contains abstracts of 71 papers that were read on this occasion.

As wn interesting sidelight on human trenslation, let me mention that
V.V, Ivanov's caper on "38decl's theorem and linguistic paradoxes" (p. 20) was
rendered by the translator .s "Hegel's theorem..." bhereby causing me (as well as
fodel himself and other logicians to winom I told the story) « good deal of
amusement and --. headache (until the mistake wad discovered). Wio the man
"Lotze" ¢ould be who -- _ccording to the abstract -- gensralized "Hegel's theorem”,
I still do not know. (There was a Germen logicien by this name at the end of the
19th century.) The reader .ill heve some fun in trying to reconstruct this
comedy of errors,

Another very disturbins ervor occurs on t. 6 (+nd elsewhere). I cgain
rondered for hours to find out vhat could possibly b meant by ".acthods used in
theory of nﬁmbers «pplied to investigation of the grammatical structure of
languare". T found out at last: "thsory Oflnumbers” is a mistranslation for
"theory of sets", (Readers whe know Russian will c¢asilv understind the
rationale of this mistake.; It is quite clear from the translation that the
translatory, while knowing Rusgian very well and probably being a native Kussian,
knows English somewhet less and has very littlc knowledge of modern logic and

mathematics.
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APPENDIX II

s

SOME LINGUISTIC OBSTACLES TO MACHINE TRANSIATION *)

Y. BAR-HILLEL
Hebrew Univérsitv, Jerusalem, Israel

For certain vairs of languages it has exmwerimentally been shown that
word-for-word machine translation leads to an output which can often be trans-
formed by an expert post~editor intc a quite satisfactory translation of the
source text. However, if one is interested in reducing the burden of the post-
editor, or if one has to do with pairs of languages for which word-for-word
translation is not by itself a satisfactory basis for post-editing, it is
natural to think of mechanizing the determination of the syntactic structure
of the source sentences. It is a priori clear, and has arain heen experimental-
ly verified, that knowledge of the syntactic structure of the sentences to be
translated does considerably simmlify the task of the post-editor. It is
obvious, for instance, that this knowledge tends to reduce, and in the 1li=it
to eliminate, those syntactical ambiguities which are created by the word-for-
word translation and which are non-existent for the human translator who
treats the sentences as wholes. The task of the post-editor would then consist
solely in eliminating the semantical ambiguities and in polishing up the strlo
of the machine outout. Whether these steos, too, c¢an be taken over by machincs
of today or of the foreseeable future is still coutroversial; I myself helleve
that I have strong reasons for regarding it as honeless, in general hut this
is not the »~oint I would like to discuss here.

A few y:cars ago, I nrOﬁoied what I called a gquasi-arithmetical
notation for syntactic descrintionl) whose emaloyment should allow, after some
refinements, for a mechanical determination of the constituent structure of any
given sentence, At that time, I actuallv demonstrated the effectiveness of

the method for relatively simmle sentences only but cherished the hope that it
might alsc work for more comnlex sentences, verhaovs for all kinds of sentences.
I am now quite convinced that this hone will not ¢ome true. As a consequeonce,
the road to machine translation can be shown to contain more obstacles than

was realized a few years ago. I think that this should be of sufficient
interest to warrant some more detailed exhibition, especially since this insight
is 48 to an important new, not to say revolutionary, view of the structure of
langunge, recently outlined by the American linguist and logician Noam Cxomsavg)
and should, in its turn and in due time, be turned into a new method of machine
translation, which would be more complex than the known ones hut also more
effective,

Since I cannot assume acquaintance with the paper in which I intro-
duced the auasi-arithmetical svntactical notation menticned above, let me
oresent it here again verv briefly, with some slight modifications’/; for a
full »resentation, the »aver should be consulted.

- am e mw A e m vm oww s

%} A revised version of a talk given before the Second Internntional CDHHP(SS
nf Cybernetics, Namur, Je-tember 1958, It is to be printed in the Proceedings

of this congress.
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The basic assummtion is that all words of a given 1anguage belong to one .
or more of the memhers of an infinite hierarchy of svntactic categories, Amons
these categories two are regarded as fund-mental, viz. the categories of
nominals and of sentences, denoted by n and g, resmectlvclv the remainder
are operator categories whose members, “the ooerators, are considered as forming
out of their arguments, always occurring to their immediate left or immedinte
right, more comnlex expressions. To illustrate: 1In the Engllsh sentence

4ohn slent,
John is a nominal“7 and sleot an intransitive verbal, i.e. an onerator which out
of a nominal to its left forms a senbence. Wwe shall therefore denotc the category
of this ontrator by
g
(read: n sub s}). In the sentence
Little John slept,
John and slent would belong to the mentioned categories, whereas little would
be adlectlva i,e. an operator that out of a nominal to its right forms again a
nominal, hence be assigned to categorv
n/n
(read: n suver n). In
Little John sleot soundly.
soundly would be an(igtransitive werbil) adverbial, i.e. an overator that ont »f o
left overator that out of a left nomiazl forms a sentence forms an overator that
out of a left nominal forms a sentence, hence be assigned to categorv
or rather, to use a sclf-exnlanmatory additional notational convention, to
MANLYs.
Most English words, =erhans all, would belonz, of course, to more than one syntac-—
tical category. Soundly, for instance, would belong also to nxs//n\s, to
{({(\s)/n)/((n\s)/a) fthlnk of Belesium soundlv jefeated the Netherlands), ete.

Agsuming, then, that a c¢2tegory "dictionarv' listing for each English
word all its categories stands at our disposil, the task of finding out whother o
given word scquence is a sentence or, more geicrallv, a well-formed {or comncx)
expression and, if so, what its constituent structure is, could now be solvrd
according to the following utterlr mechanical orocedure: we would write nndicr
each word of the given word sequence the svmbols for all the categories to which
it belongs and then start "cancelling" in all wnossible wavs, according to either
of the two following rules:

0o B-fanda/E . -3 ¢ .0

A series of such symbol sequences where rﬂch secuence results from its predecegsor
by one awplication of a cancellation rule is called a derivation. The last line
of a derivation is its exvonent. 'hen the cxponent consists of a single, sirmle
or comnlex, symbol, the word secueace with this exoonent, and with the constituent
structure given by the derivation, is well-formed; if the exnonent is, more
specifieally, 3, the sequence is a sentence,

To illustrate, let us start with the last analvzed expression:

Little John slept soundly.
Let us assume (contrarv to fact) that consultation of the categorv dlctlonmrv
would have resulted in the following category symbol sequences

() n/m n ms  n\s\ms.
It is easv to see that there are exactlv three different ways of performing the
first cancellation, starting off three different derivations, viz.:

(2) n n\s  n\s\\m\s,

-2 _



(21) n/n s msWnvs,

(2'a/m n n\s.
(2') leads into a blind alley. The other two lines, (2) and (2''), allow each
for two continuations, of which one ngain leads into a blind alley, whereas the
other allows for just one more derivation, with both exnoaents being s, Lot ro
write down one of these derivations:

(1} a/m n s  n\s\ms

e
(2) f m\s  n\s\\1\8
(3) R TR
(b) H é 1 )

The other derivation differs from the one just presented only in that the two
cancellation stens in {2) and (3) occur in tre opwosite order., Thesc two
derivations are therefore equivalent, in an imwortant sense; if fact, thev
corresnoind bhoth to the same tree expansion:

S

-

TN
m\s

n
N |
n/n n n\ s nvs\\ nvs
i I b
Little John slgot soundly
Our gsecond and final examnle will be:
Paul thought that John slent soundly.
(I hone that the somewhat shaky English of this examnle will be foregiven; it
simplifies makine the »oint without falsifyiang it.) Cooving only the first
entry under each word in our fictitious category dictionary, we arrive at
Paul thought that John slept soundly

n {nAs)/n n/s n Vs nys\nys.
There are two non~equivalent derivatiors with a single exoonent. I shall gin
write down onlv one of those derivations:

1) n (ms)/n n/s a1 1\s  nis\\nls

(12) n (ms)/n nfs o W
(13) o (nedn nfs TTETT
(1) n (ms)a TR

(15) n | e

(16) l s ‘

The constituent structure corresnending to this derivetion can he nictured in the
following narsing diagram:
Paul thought that John slent soundly &)

i { ' ity
i ! i




As said before, the gituation actually is more commiiecnted, 4n 21 mi-te.
category dictionary would contain in general more than one entry per word. That
e.2., is often 2 nowinal, n, and even more often an adjectival, n/n soundlv
could 2s well be an n\s/yn\s or an {(a\s)/n)/((n\s)/n) (as mentioned above) -

thought, finally, belongs aiso to categories n, nvs, (mvs)/s (Paul thought John
was asleep) and, gua warticinle, to still others, It ¢on nevertheless rennile bu
seen that our method is canable, at least in certain cases, to determine br
vurely mechanical operations the smecific category to which a given word helongs
in its given linguistic context. In our exam~le, :.g., listing all the mention:d
categories in column form vields the following scheme:
Paul thought that John slept soundly

n {(nvs)/n n/s n n\s nis\\ n\s
n n n\s//ri\s
ol n/n ((n\s)/m)/{{n\s)/n)
(ras)/s
It would be a tediocus but whollv routine exercise to determine that out
of the very many derivations corresmonding to this word sequence —- notice that

there are 36 initisl lines alone! -~ there exist only three cvssentially different
ones with a single exmonent, namelv, in addition to the two above-mentioned deri-
vations. s just
Paul  thought that Johio  slept soundly
(21) n {ms)/s n/n n ns 0 s\ n\S

(22) n  (ms)/s  a/a n — e

(23) n (s TR s

L) 0  (as)/s ' z < ,
(25) n i s '

(26) 3
I still remember myv surnrise a few vears ago when I discoverecd that this
constituent structure is doubtlesz grammntical, however wildly imolausible the
conditions unter which it would be uttered,

So far, so good, then, But, unfortunately, the actuzl situation is
still much more comnlicated., It will r¢ necessary to distinguish various kindz of
nominals, for instance, singular and »lurdl, snimatc and inanimste., Some
additional notatio:al means will have to he found from vhich it will follow
that John sleot, The bov slest, 3ovs slent, The boys sleot are well-formed
but that Boy slept, The John sleot are not, that The little boy slewt is coinex 7
but. not Little the boy sieot. These, and thousands other additionaI_refinemants,J
can probably still be introduced without blowineg the whole method up. But therc
are many fectures which make it highlv doubtful whether Znglish grammar -- or
that of any other natural language, for that matter -- can at all be forced into
the straitjacket of the immedinte—constituent model and remain workable and
revealing., S3ince the arguments agzrinst such a nossihilitv have already been
presented elsewhere with preat force,®/ I shall not rement them here in all their
generality but restrict mysel? to the point of vicw of machine translation,
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It takes but little to realize that the four categories mentioncd 2huve
for thought are far from being exhaustive, In addition to its heing a varticinl ,
which has already been mentioned, there are such ohrases as thought nrocsssis
thought thirsty (not common but delnltOly gramnat ical), thought orovoklnﬁ, eic.
In order to takc care of the first two contexts, e.<., we would have to assizn
thought also to the catezories E/E and g/ﬂ//g/g. ("In these contexts, thOUQli
occurs in the function of an adjective or an adverb, resmectively” would have
been one traditional wav of nutting the issiue.,) The third context would hnwve
raised the notoriously difficult n»roblem of the status of the particinle present,
in addition. The task of nreparing 2 categorv list that would work for all thes:
and inmumerasly many other contexts is certainly much harder than the first suc-
cessful analyses caused us to helieve, Would not the reouired list become so
long that the mechanical determination of the constituent structure of sav, -
30-word sentonce with three or four categorics nar word, on the average, might
well require trillions of machine operntions, hence be totallv imaractical for
machines of today as well as of tomorrow?

Andt what with a scntence such 2s Plavineg cards is fun” On first sight, 1t
seems that one has to arrive at the categorv n for the wirase nlaying cards.
However, it is intuitively clear that this should not be derived from cards
being an n and playing being an n/n {(and not onlv intuitively so: notice that the
next word is is and not are; playing cards is in our context a singular nomiual).
There are, of course, many other ways of enforcing an assigmment of n to nplaving
cards, but none of these, to my knowledge, is such that it would not 1ntroduur
unwarranted and counter<intuitive syntactical resolutions of other seatencis
"Hocus-pocus™ linguistics -- 25 certain linguistic methods were ¢alled whose
only nurpose was to save certain »hinomena, without regard to any intuitive (or
neychological) realities —- would in our case definitelv refube itsulf bv soving
also phenomena that are non-existing,

And vhat about a sentence like He gave it up? What catergory vonld un
have to be assigned to in order that this sequence should turn out to be conm x?
We all feel that gave and un  somehow belong together nd that this is so withoat
regard to the length of the exoression that semarntes them, This, however, is
definitely hevond the reach of the immedinte constit:ent model in which the
immediate constitu nts of a conncx exnression ~re aliavs contiguous or, to -ut it
in a different terminology, wherc modified expression asg moiifying exnresslion
have to stand one directlv after, or bofors, the other,

If now the immediste constitucnt model is not good cnough to serve ns
a general model for the whole grammar of a gilvsn lansuage, the method of mechanicsl
structure determination outlined above can no longer be assumed to he of general
validity, either. As 2 matter of fact, I had noticed already six vears ago that
camilex sentences could not be analyzed well by this method as it stood then hut
I had rather honed that this was due onlv to lack of refinement, I have now cone
to renlize that its failure in the more comnlex cnses hns a much deener cause: the
linguistic model on which this method was based is just not good enough,

Since the thinking of the linguists working on machine translation was
mostly governed by the immedinte constituent model, unless they were working
with 2 still more nrimitive model, = communlcatlon-thcoretLCﬁl finite~-state Maryov
nrocess model (or, of course, worklng without any model), it should not be renlly
surnrising that so little »rogress was made during the last vears in the mechan-
ization of the syntactic 2nalvsis of languages. I, for one, am satisfied wita

-5 -



this exolanation of the »resent stasnation in this respect,

Having identified the nature of this obstacle to mochine translation, we
must, of course, ask ourselves what consequences are to be drawn from this
identification for future work on MI. The answer is rather simmle as such,
though its exact im-lications are far from being clear. A better model for the
working of grammar, i.c. for the svithesis of well-formed c¢xnroessions, especially
senfences, out of the linguistic ¢lements -- which, for I ~urposes, are the
letters and other elementars grashic signs such 2s mmerals, nunctuation morks,
ehe, =-- has first to ke seh up an” then turned around to 2llew for the mechanical
analysis of the resulting lorge units. Chomsky =nd HarrislC) have shown us out-
lines of a third, more -overful modcl for lin-ulstic synthesis, the so-called
transformational model. It does not discard the immedinte-constibucnt model but
rather sunplements it. The former model remains intact for 2 certzin kind of
simnle sentences tge so-called kernel sentonces (or rather for thelr underlying
terminal stringssll —= and our method of mechrnical structure determination ro-
mains therefore valid for thesc sentences --, bubt has to e sumnlemented b
add tional vrocedures, the so~called transformations, in order to account for
the synthesls of all sentences. '

The answer to the guestion, "What is thz constitucent structure of the
sentence, He gave it un™, is now: this sentence has no ~roner conshituent
structure; it is the result of a certain transformation on the terminal strin-,
He gave up it, which has indeed a rather simnle and wersmicuons constituent
structure. The answer to the que~tion, "Vhat is the subject of the sentence,
Playin~ cards is fun?", is now ~= whatover grarmarians had to say on this tonic
until now (and what they had to say was highly unsatisfactory and often contra-
dictory) -- that this sentcnce, not being a terminal string, hns no proner sub-
ject butl§? rather the result of certain transformations on cerbain terminal
strings. (The actual situation is too comwlicated to be treated in the space
at my disvosal.)

Fach sentence, according to our last model, is then the result of o
series of one or more transformstions -erformed one after the othor on one or more
terminal strings -- unless, of course, it is a terminal string its<1f., A
comrlete analysis, mochanical or otherwise, of a given centence his to tell
us what its basic terminal strings ~re, together with thelr constituent structure,
and what transformations, and in vhat order, were »erformcd umon them, Assusaing
that a comwlete trarnsformationnl grammar, for som: given language, has heen nre-
vared, the nroparation of a corresoonding anzlvtical (or onerational)grawar is
a formidable, though verhass not nccessarily an immossible task., %o far, of
course, no btransformational rrammar exists for any lancuace, to anv serious
degrec of commlaetencss.

The: recognition that immediate constituent gr-mmors have to be sud-
plemented by transformational srammars makes the task of mechanizing translation
look much harder, but the resulting ~icturs is not at all uniformly black., On
the contrary, there are reasons to supose that the additional insight ve get
on the basis of this model will not onlv be of decisive importance for theorebicanl
linguistics but may well turn out to facilitate the mechnanization of translation
from new angles,

First: you remember thot one of our previouslv analyzed sentences was
Paul thought that John slept soundly
and the troubles we foresaw in its mechanical ~analvsis. It is obvious, however,
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that in 2 transformational gramunr this seabence will ot be a terainzl strine
but rather (1) either the result of a certain kind of "fusing" transformation on
the sequence of the two terminal strings

Paul thought this: John slent soundly
or (2) the result of two transformations, the first being tho same "fusing"
transformation performed, however, on somewhat different terminal strings

Paul thought this: That John slewt soundlw,
the result of which would be

Paul thought that that John slept soundly,
the second transformation being a certain kind of "cllintic! transfor“ﬂtlon
causing, in our case, the omission of the first that.

No longer, then, will(m\s)/s be regarded as one of the categories of
thought, nor n/n and n/n//n/n, as thought nrocesses end thonght thirsty will
now be treated as resulting from »orocesses of thought and thirstvy for thousht
by certain transformations.

The first gain consists, then, in that the numter of categories »er
word will abmost alwavs be less, smetimes mach loss, than under the former
method. For some words this number will now be zero, indicating that no sentence
containing such words is a torminal string, To give an examole: sleening will
not be assigned to any ¢ iegorv, any scntence containing this word helng consi-
dered as the result of a transformation, (Interesting, however, will be aszigned
to the categorv 1‘{/_!_1'.)11‘L That there might be words which do not belong to any
syntactic category will strike mony linguists 1s rather queer, mat T am convin-
ced that on second sight they will realize the enormous advantasges of such an
attitude; innumerable nseudo=oroblems have in the naost been crented by the search
for the syntactic categorv (the traditional term is, of course, "mart of sveech™)
of certain words or ohrases which -- under the new model -~ Just don't belong to
any category., This is == if T mav be -llowed one generalizatlion -- just one more
instance of the verr common class of situntions whero the attemmt of aonlying a
nodel which is veryy useful within certain limits loads, when wushed bevond these
limits, to pscudo-problems and their wscudo-solutions.

The second gain is somewhat more speculative: it scems likcly, but has
so far not been seriouslv tusted, thot longuzges vill be much more similar with
regard to thelr terminnl string str*ctur thon with regnpd o the structure
of the totality of their sentences. ‘ord-for-word tronslation of terminal strings,
with some occasional mermutine, s wms to yield sai sfzctory results for many
vairs of languiges, including theose for which this kind of transiation docs not
work at all with regard to more com»lex sentencos,

The most remarkable g=in, "owever, would be achleved when it turned out
that between the sets of transformation of two langunges there oxisted a close
semantic relationshin,  Zhould it ha-weun thot for certailn two languages, In
and Lo, there exist two transformntions, say ty nnd t2, such that for any
oemantlcﬂllv equivalent terminal str ngs of these languages, %y and k2, ti(kqy)
is semanbicnllv equivalent to tp(kp), this would allow for a relativelv simnlc
mechanization of the transl-tion, bPOVidbd, of coursc, that the syntretic ann-
lysis of I, has been mechanized, whercas n word-for-word translation of tl(kl)
into Lp might be highly unsmtlsfﬂctory. o

Of course, there is but little hooe that the scts of transformations of
two languages which do not stand in any close geaetic~l relationship will do
us the favor of exhibiting isomorphism or nenr-isomorohism with reg:ird to sonne
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tic equivalence. 3o fur, there exists to nmy knowledge ao gencral theory of
machine translation which would ¢nsure that, if only the »recents of this thcorr
are followed, the target lanpguage conterpart {or coumermarts) of any scnbence

of a given source language will bz no more and no less syntactically ambisuous
than the original sentence itsclf., Current statements to the contrary seem to

me valnably false, and any hooe for an imminent establishment of such a theory --
unsubstantiated. Gre-t orogress has heen nade in this resoect »ith regard to
certain ordered mairs of languages, such ns French-Fnglish, Gernan-®nglish, Pussian-
E-:glish, Bnglish-Russian, Germaon-Russian angd Freach-Russian, nartly »rior to the
apncarance of the transformational model and without any conscious use of 1its
methods, and more nrogress may be cxorected in the future tarough ~ consclious

use of thesc methods,. As one neccssar condition for further success I regard

the recognition on behalf of the workers on MT that the medol with which they were
working, consciously or unconsciously, during the first decade of their

endcavors wis too crud« and has to be renlaced by ~ much morc complex mt also
much bhetter fitting model of linguistic structurc.



NOTES

1} "A quasi-arithmetical notation for syntactic desc intion”, Langusge 29:47-58
(1953).

2) Hoam Chomsky, Syntactic Structures, 's-Gravenhage, 1957.

3) These modifications refer both to terminology and to notation, The Ilatter
arg influcnced bv J, Lambek, "The mathcmatics of seatence styucture", imerican
Mathematical Monthly 45:154 (1958),

4) Wominnls, vrrbals, adjectivals, ete., in my usuge, are svnbactical catogories.
They should not be confused with nouns, verbs, adjectives, =te., vhieh ~re ror-
vhological (naradismntic! categories in my usare. The connschbion between thuse
two classifications as the choice of terms is intended to indicate, is that nouns
usually, though by no means always, belonz to the syntactical category of nominals,
ete,, and thet most expressions belongine to the syntacticel category of nominals
of course only if they are single words, are nouns.
5) The re~ding of thesza rules should be saelf-cialambory, e first, for
instance, rcaids: Reolace the scauence of two extupory swmhols, the first of
which is ~nv category symbol whatsoever and the sccond of which consists of the
first symbol followed by a left diazonal stroke followed b7 anv ertesory smbol
whatsoever, by this last category symbeol.
A) The other single exponent d: rivation vields 2 constituent structure whose
diagrzn is :

Paul  thought that John slont soundly

Dl .

; = z

If this structure is rgarded ns unacceptable, the notation will have to be
considerably refined in order to cxeluds this derivation.

With regard to the nroblems ~rising in conncction with the fact that the
notation (E\E)/é creates an arbitrars-looking vreferential roading of what
should "naturally" have becn written n\s/n, sec on, cit. in nrote 1, 5. 55 and
o0, cit, in note 2. 35¢ trentments do not vob cover all asneeta of the nroblem.

7) Such as the one discussed in the vroceding note,

8) In o>, cit, in note 2, ns well a3 in other roccent nublications by the same
author.

9) Discontinuous constituents were sce-cionzlly diseussid in theorctical
linguistiecs, but not hefore Chomsky wnsz it prealized whot a differcnce this makes
as 2gainst continuous and contigudus constituents,

10} Zellig #. darris, "Co-occonrrence and transformation in linsuistic structure!,
Language 33:283-340 (1957),

11) Cf, op, cit, in note 2, n. 45,

12) Lith amwrooriate safesuards, but onlv with such satvecauards, one might 2lso
answer the first question by saving that the sentence, He gove it un, 1as He and
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gave it up as its irmediate constituents, and that its sccond commnent has the
discontinuous cxnression gave,..un and it as its-lmmediate constituents. Like-
wise, the answer to the second oucstion could 2lso be formulated by saying th-t
Playing cards is its guasi-subicet, but this requires, of course, a »rior
definition of ‘gqunsi-subject’,

13} This is onlyv 2 first aporoximation. Actunlly, a’satisfactorv descristion
will have to he much more commlox,

1,

14) Why? Hint: we have verv intercsting but not verv sleening,
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APPENDIX TIT

DECISION PROCEDURES FOR STRUCTURE IN NATURAL LANGUAGES*)
Y. BAR-HILLEL
Hebrew University, Jerusalem, Israel

The rules of formation of 2 logistic system are by definitionl) such
that the notion of formula, well~formed formula or sentence, determined by thesc
ruleg, is effectively de idable. However, I am not convinced that the argumentc
brought forth by Church®/ to the effect thet sentencehood has to be an effectively
decidable notion for any system thet mey be used for communication purposes arc
conclusive. I therefore regsrd it to be a serious problem whether the syntactic
structure of o natural language such as English can always be adecuately described
by 2 set of formation rules thaet gusrantee the decidability of the notion of sern-
tence or, for thet matter, of any other syntectical structures such es Dhr¢°éc
etc. Inasmuch as there exist good reasons for doubtihg whether the answer to this
rroblem is &ffirmetive, the prospects for fully-sutometic, high-ouslity transl tion
from one natural langusge into another natural languzge look dimmer than manv
workers in the field, of machine translation would like to think. This is sc since
not, even one necessary, though by no means sufficient, condition for this precese,
namely the mechanical determinstion of the syntacticel structure of any given
sentence in the source language, could possibly be comrletely fulfilled, Thoug®
appliczbility to machine translation is often in the back of my thinking on the
description of the syntex of natural lsnguaces, I shell refer her? no longer to
this application, having dealt with it elsewhere at some lengtn

The seriousness of our problem has asppsrently not beem sufficientlv
recognized s¢ far because many linguists explicitly, and most if not all of thom
as well as most logicians implicitdy, belicved that the syntzctical structure of
natural languages is adequately describable by an immediate constituent model, gr
a phrase structure model azccording to the term recently introduced by Chomsky.~
It is indeed true that if natural languages were adequately describable in terms
of such a model, there would exist a decision procedure for structure, as I have
shown in effect, though not with full rigor, in 2 paper published six years ago.

A}

Before I proceed to prresent some arguments for the fact that the phresse
structure model is not fullv adeguate, let me spend some time in rresenting sgein,
*¥} & revised version of a talk given before the Collocue de Logigue, Louvain,
September, 1958. The present version was published in the Belgian journal
Logique et Anelyse, N.S,, 2% Annde, No. 5, Janvier 1959. Since, however, this
issue was sent to the printers only in the second week of February 1959, sccording
to a communication from its editors, I decided not to wait for the arrival of the
reprints and to reproduce it myself in the present form, So some minor discre-
pancies between the versions may be expected.

The reader will realize that the present paper overlaps with the one rupro-
duced in Appendix II, after some hesitation, I decided nevertheless to include
it here, as it is more elaborate in many points. 4 consolidation of my views
on the theoreticel aspects of MI' is in preperation,
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in briefer and, I hope, improved form, an informal outline of this proof. The
basic ides behind the immediste constituent model is that every sentence c:n b
regarded 25 & result of the operastion of one continuous pert of it upon the re-
meinder such th=t those constituent perts which in generel ere not sentences
themselves, but rather phrages, are themselves sgain the product of the opersiion
of some continuous pert upon the remainder, etc,, until one =rrives st the final
constituents, say words or morphemss, To illustrate:

Young John slept soundly
would be regarded as the result of the operstion of slept soundly upon vounﬂ-Jonn,
slert soundly in its turn would be considered the result of the operction of
soundlv upon eleg and young John the result of the operastion of young upon John,
I this so far is nothlng but reformulstion in somewhst unfomiliar terms of “the
procedure well known from school days s parsing. 4s linguists put it, young John
and slept soundly ere the immediczte constituents of the sentence under discussion,
voung and John the immediate constituents of the first immediecte constituent of
the s sentence, slept and soundly the immediste constituents of the second immediat
eonstituent. Hence altogether young, Johp,slert and sourdly are the final
constituents of the given sentence.

knother basic feature of the model is that all operzior constituents
rnust be contiguocus with their argument constituente. Both these features are
exemplified in our illustration, bub this of course is by no mezns 2 proof thzt
this medel can be carried through all of lenguege. On the cont rcry, lingulsts
have realized that occesionslly discontinuous constituents have to be taken intc
secount, but they seem to have believod that these were excentions which did not
seriously affect the validitv of th: model with whic~ they were used to worl.

In most langusge svstems invented by logicians, the two mentioned
features were automatically incormorated into their respective rules of formrticom.
The problems arising in connection with discontinuous ewypressions were, to ay
knowledge, never explicitly discusssd by logicians,

According to the immediate constituent model, every word -- and we shell
for our purposes consider words to be the basic syntzectical elements -~ of e
natural language belongs to one or more syntacticsl category. Aamong these
categories some will be pure argument cctegories, by which term I denote &
category whose members alwavs serve 2s arguments <nd never gs operators, £5 well
as cperator categories whose members may operste upon other words though thev
may perhaps also be orersted upon by other operator sxpressions. John, for in-
stance, inasmuch es it belongs to the syntsctic cetcgory of nominals, is always on
argument and never an operator, Slept, inasmuch os it belongs to the category
of intransitive verbals, may opersate upon 2 nominel such as John to form the
sentence John slept, but may also be opersted upon by the sdverbial soundly to
form the intransitive verbal expression slept soundlv, A word may belong to
more than one category not only because it may be regarded as homonymous -- as
would be the case with regsrd to sleep, which clearly belongs to the cetegory
of nominais ¢s well 235 Yo the category of intrensitive verbzls -- but also bocause,
for instance, many adverbisls operste uron ﬁﬁhtransitive verbals =5 well 28 upon
transitive verbals: soundly, for exsmple in the gentence

Belgiam soundly defecated the Netherlands

(in the last soccer game, of course}, operates upon the trensitive verbal defested,
forming the transitive verbsl exrression soundly defested, and has therefore a
different kind of argument as well zs 2 different kind of velue than has soundly
when operating upon slept.
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In order to exhibit the decision procedure for constituent structure iot
us denote, following LeSniewski and Ajdukiewicz, the category of nominals by
'n! and the category of declarative sentences by 's'. (Since T am encaged in
' orcsentlng an outline only, I shall not go here into the very difficult question
to what degree these two argument categories would have to be refined and expanded
in order to get even the beginnings of a reasonably working model.) Omerator
categories will be denoted by symhols that will indicnate both the categoriess of
their arguments and the category of the resulting expression., In addition,
since arguments mav be nositioned sither at the immedisnte left or =t the immediate
right of their operator, these wositions too will have to bo indicnted in the
symbolism. Therefore, I shall, for instance, denots the categorv of sleotéqV ’d\g'
-~ read: n sub 5 -- and the cat egorv of young v 'ﬂ/n' -- read: n super n,
where the direction of the slash indicates in an obvious fashion whether the

argument is to the left or to the rlght) And, for instance, gua sentence connective,

will be assigred to the catesory 9~s/s since in this function it is a word that
out of a sentence to it4 Immedinte left and a settence bo its immediate right
forms a sentence, Soundly will »elong to the categories {nmvsIN{m\s) -- to be
abbreviated in a self-exolanators way as mg\rhs — and nhe/n//mxs/n -- as well
as well as to a few other categories.

Assume now that we have a comnlete category list of 2ll English words,
i.e, a list which gives all the svnbactical categories to which everv English word
may belong, In order to arrive by a comnletely mechanienl nrocedure <t the con-
stituent structure of anv given English sectence, one would onlv have to copy from
the category list the categorv symbols for all the words in this sentence, writz
them down in columns and go to work on them 2ccording to the following rle:
Replace a sequence of three svmbols, having resvectively the form o, oA\ B /¥ andx'
with f. This rule comprises as llmltmng cases the following two subrules.
(1) Renlrce the sequence of symbols of the form a anda\f by B.
(2) Renlace the sequence of symbols of the form B/7 and ¥ by 8.

Instead of going into a detaliled but pather cobvicus descrintion of the
decision procedure let us illustrate through a somecwint more glaborate exsmple,
Assume that the word sequence to he tisted for sentencehood s well as for its
constituent stracture is

Panl thought that John slept soundly.
Assume further th=t copying from the categerylist vields the following result:
Paul thought that John slept sonndiv

n n n n n\s nLws ™ nNg
N\ N n\s/n//n\s/m
MNs/n n\s
an8/s .

*

(the threc dots indicating that the commlecte List would probablv contain firther
entries vhich shall, 71owever, “e here disregardet for the sake of simnlificntio:r).
The reader will do well to envisage contexts in which thought and that will

belong to each of the given categories. He might as well trv to find out to

¥) [ Added for the vresent version:] This notation may turn out to be too lax
for certain nurnoses. 4 more strict aotation is (s\s)/s. Similarlv, the

main rule given in the following waragranh should officially alwavs be renlaced
by the two subrules given thers. The exnlanation of 2 derivation, given below, is
therefore somewhat intccurate, and so are the axqmﬁles There should be no
difficulty in introducing additional rigor, when reauired, in accordance with

the procedure followed in Apvendix IT,
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which categories thought would belong in such contexts as: John had thought c?...,
.. .thought processes, and .,.thought movoking... .

New taking into account only the categories explicitly indicated . have
twenty-four imitial symbol sequences to which we will apply our rule. Startinc
for instance with

n n n n m\s n\s\\ m\ s
we see that subrule (1) can be applied for the fourth and fifth symbols wiel-ing
8. The resulting secuence is now

n n 1 S M\ NS,
which obvicusly cannot be further operated umon. The same subrule operating
upor the fifth and sixth symbols wvields n\s, hence the sequence

n n 1 n Ns,
which has onee more to be operated uovon by the same subrule yielding
n n n g,

which cannot be vrocessed anv further.

Performing these operations unmon all the twentwv—-four initial symhal
sequences through all vosgsible contimuations, we would find fhat there exist
exactly three derivations -~ as we shall call columns of svmhol sequences each
of which (with the excention of the fiist, of course) results from thc preceding
line by one avolication of the rule -- whose final line, or exponent, consists of
a single symbol which in hoth cases is 's'.

Here are the derivations:

n n\s/t n/s n nhs ms\\n\s
‘___ 1]
.
n NS ,/n n/s n i\ s
L , i
n m\s/n n/s s
e {
n ms/n n
{ - \
i .
s

n n\s/s n/n n n\s n\s\\n\s

R |
n n\s/s n/n n n-s
. i"__"“' [ ~L
n n\s/s il n\sg
. ' i
n n\s/s s
i ‘
]
n ma/s n/n n s ANSAN 1N 8
/ | I
n n\s/s n ri\s NS\ g
L) L)
n m\s/s n nys
| . $
n ms/s 5
i _i 1
{n
5



The last two derivations being equivalent, in a rather obwvious sense of the word,

we have onlv two essentiallv different derivations before us, indicating, »robabl:
to the surprise of many readers -- and to my own surnrise some six years aco .20

I came across this situation simulating a machine processing of this illustratien e-,
that the sentence under discussion is syntactically ambiguous or constructionalir
homonymous., The reader will do well to read out aloud this sentence accordine

To its two essentiallv different constituent structures which in this case make

the sentence also semantically ambiguous as such, though one constitucnt structurc
is mucs less likely Lo be used than the other.

I hope that this Lllustration is sulfficient to show that under tho
ssential and, as we shall see, highl nrodlematic assumption that a complet - and
—nletely ad quate categorv list is available, there existw indeed a wholly
rechanical »rocedure to determine whether 2 2ziven word sequence is a declarative
ntence under one of its constituent structures as well as what all of its
onstituent structures are,

rl Qo
(.')

4]
&‘D

C)

For certain nurnoses it is wort'while to look uvon our derivation
procedure upside dovm, L., to deal with exmansion rather than with derivation,
The expansion corres»nonding to the first derivation exhibited above of our sample
sentence would look like the following tree:

_—""—-’.—. T 8
e - .»/ ’ ™ e
n mn/s n
i n/s -
| 1 . N
3 ! n n\s
i I - T
: ' i\ s M\eM M s

: : i
' i i f i i
Paul thought that John slent soundly

(Two “erivations, by the way, are equivaleat if thev corresowond to the same treu,)

How well then doos the immediate constituont model work? Aprarently maite
well for relatively short sentences such as thoso discussed so far, but cven there
net too well, The num»r of ecategories te vhich the English words will have to he
assigned to make the category list reasonably ~drouate will occasionally have to
be rather larege, 2nd the catogories themsclves vather complex, In addition, it
is auite clear that not only will one have Lo work with highly comnlex refincments
of the categorics mentioned so far in ovder to tale care, for exrmole, of tho fact
that Jolm sleews is a sentence but not John sloep, but that one will also hav to
refine the catcgory of sentences and distinziish between declarative sentences
imperative sertences, yes-or-no gnestion sentences, wh-~guestion sentences, etc.,
these various tynes not neling reducible to cach ot'er under our model. These
refinements may result in such a piline up of ceteorory svmbols assigned to the
words occurring in a givea sentence “het the mumver of derivations would easily
run into the trillions, hrnee he hevond the procticnl canecity of even the fastest
electronic comyuters, For instance, LIf the average number of categorieg of the
twenty words of a given Enzlish sentence 1s four, ve will have u» to AQO initial
lines and a still enormously hirher number of derivations. This means, then, that
the indicrted method of mechanically resolving the syntactical structure of any
ziven inglish sentence ~ould certainlv e immractical as such. However, wore it
the case that this is still a theoretically adequite method, one could thini of
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certain imorovements which would rcduce the required number of orerations by man—
orders of magnitude, Unfortunately, however, the actual situation seems to hc —ehn
worse. It is not onlv a matter of -racticalitv, »ut it seems that the whole
model is just not good encugh. Already six years ago 1 was worried by sentences
such as
John, unfortunately, slept soundly
which, so it ammears at lenst, cannot he handled by 2 model incorporating the two
above-ment ioned basic features. Notieo that there is no trouble with the slichily
different and scmanticallv, though verhans not stvlistically, equivalent setonee
Unfortunatel" John slent soundly.

Assigning unfortunwtgly'to the crtegory S/o, 5 whollv natural and intuitive
assigmment, we arrive at an adoquate syntacticnl analysis. This assignment,
however, clearly does nob work for John, unfortunatcly, slept soundly, as the
readsr will easils verify for hims:1f., It is of course vossible that somc other
less natural eatcgory assiesmment to unfortunstely, Dbrhﬂps combined with somao
ingenious trecatment of the commas (which so far have “ecn comoletely disregard.d
in the immediste constituent modol), would do the trick, Tt scems, however,
unlikely that such an assignment could be made in 2 fashion which would nob he _
almost entirelv ad hoe., And this would not onlv e esthaticnlly and mothodologi -
cally renmugnant but also, in all likelihood, hnve unnleasant renercussions inssmuch
s word seouences which 1ntuitivelv wonld not he regarddd as grammatical sentences
would hove derivations with an evmonent of s.

A similar situnation, Hit ven simmler =aince no commas are invelv: d,

arises with regard to the word seoicnce

He looked it un.
Regording he and it as belonzing to the catceories n -- leaving a2side once morc
the ¢l arly reauirved refisem nbs ~-, looked as belongine to the eatesory n\s/n,
as seems natural, it seems Hlahl”’lﬂﬁlgﬂSlb & that any ¢atesory asqlpnmrwt of
up which would not be oefully ad hoc would insurc the sentencehood of the
given word sequence. .ssxgnlnﬂ un, for inst~nce, to the category s\s would
obviously result in a derivation w w1th an exoonent g, but this unne fural savias of
the whenomona would immediately retalinte with the unwanted immosition of
sentencchood to such scouernces ns

He went home up.
(For further examales of Lhe breakdown of the shrase struct ire model see Chomsicor!s
Syntactic Structarig,q to which 1 owe nmch of the »Hrosent argument,

Every English snetker, I nresune, feels that in our sentence
He looked it up
looked and up helong somehow together, Indied there is 1o troudble with such -
semence As

He looked un this argumcnt,
as the reader will easily verifv for himsclf, if only un is assigned in a
comoletely intnitive fashion %o the catesory n\s/ﬂﬂ-n\-7n. This being so,
assigning un to 2 different cateeory, whetever it now may be, in the SgﬂteﬂCE
He looked it un
looks now even morc artificial than before.

These simole facts indicote, Lhough it cannet be said that thev prove
in the strong sense used in ﬂ‘themﬂtlos, that the immediate constituent modcl is
not an adeguate one ns such, but has to be sun-lomented in one wav or another.

Let me finish this discussion by -~resenting a verv brief outline of
one such sun~lementation mebhod, referring thoe roader ggr a fuller discussion to
Chomskv's mentioned book ~nd oth er mublications of his The new modcl, eallad
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the transformational model, assumes that sentences are generated not only by th-
procedure we called apbove exnansion, nub also in addition by so-called trans-
formations. One such transformation, for instanca, would transform the so-

.S‘

e - j . -—
L — R

n n\s/a n
: rd . i

| ’ § :

] n\s/n ms/mAmys/n :

[ { : ;

He nve up it

i,e, He @ave up it, waich lsg, of courss, not.an Enelish sentence, into He gnve
it up by a certain obligabory transformition., Tiis transformrtion rule -hich
stabos in effect thot in certain enviromwsents ceortoin word seaquences have Lo ho
turned around is clearl— beyond the renct of an imvedi-te constitinent model.

On the other hand, this wav of looking at how the sentence He gave it up was
generated has a rﬁtJQr natural ansearance, and aight well corres-ond, ~t lesst
in s»irit, to the wav old-fashioned, traditional grawnr has dealt with the
situation,

Other transformiticns trensforn twoe terminal strings into one scertenc..
One of these, an ontional one, would onerit: uvon the sequence of the two Lerminal
strings (vhlch are in this soecinl case sentonces in their own right)
Paul thought it. John sloot soundly.
and turn this sequence into the sentence
Paul thouzsht that John slent soundlv.
This very same tronsformeiion onerstes unon the scouence
Paul thousht it. That dJohn slemt soundly,
and transforms it into '
Paul thoucht that that John slent soundlw,
Yet, another transformation to the -lfect that under certain determined conditions
that may be omitted would trewsform this last senmtence into
Paul thought that John slent soundlw.
This way of looking at the situstion resiits now in A nobural and adeauste
cxnlanation of the constrictional homonmv of thio 1-st sentence. We also ro-lize,
by the way, that transformations may onerate u-on the results of ~rior trans-
formations. ’

Linguists, such as Harris, Chomsk—, and their associztes, who.arc at
work at the develowment of this new klnd af mode ) have already unvollcd a laroe
rnumober of transformations amounting to many hundreds in Erglish., It is, however,
aquite clesr that the transformations introduced so for are not yet sufficient to
account for all intuitivelw ~ossible bnglish sentences, It is at this state that
the question mentioned 2t the beginning of this piver arises —- whether there
exists a decision wrocedire for structrre in English, or in other natural
1~nguwges for that miatter, since it is unlikely that the natural languages
should differ among themselves in this resvcct., Obviously the answer to our
question will depend uron the exact nature of the transformations, Only when wo
will have a better and more extensive understanding of the kind of transform-tions
b work, will we be in 2 position to fruitfull—r attack our nroblem. At this mome-t
one could only swiculate sbout this answer, and it is Adoubtful whether such
sneculations would be worthvhile, In anv ease, cven the possiblitr that for a
certain set of formation rules in Fnoslish the notion of ¥n -lish sentence would
not be a decidahle (or general recursive) onc seems exciting enough to warrant
an increase in interest in our nrohlem among mathuamtical logicinns who by
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training are in many resvects in a hetter nosition to attack it than are linguists, =
Chomsky has alreadv heen able to show that there exist highly interesting connections
“between the theory of linguistic models and such theories as the theory of aute- i
mata, recursive function theorv (perhans eswecially conspicuous in the form of the
theorv of algorithms) and the theory of Post canonical systems. This multinle
relationshin indicates that we have in all probability in the theory of languag:
models an interesting new field in which cross-fertilization of mathematical

logic and structural linguistics should lead to imwortant rssults.




NOTES

1} See, e.o,, A, Church, Introduction to mathematical logic, I, Princeton, 1357
p., 51. There exist, however, less demandig conceptions, .
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September 1958,

L} See N, Chomsky, "Three models for the descrivtion of laneuage", IRE Transactions
on Information Theory, Vol, IT-2, No, 3 (1954) and 3wntactic structures, 's-Graven-
hare, 1957,
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(1953). —
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American ¥Mathematical Monthly 65:154 (1958).
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forthcoming wnansr, "4 transformational avoroach to syntax",
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transformatiens in linguistic stractwre, Language 33:283.340 (1957) and the
excellent review of Chomskv's Syntactic stractures by R.L, Lces in Language
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APPENDIX IV

A.DEMONSTRATION OF THE NON-FEASIBILITY OF FULLY-sUTOMATIC HIGH- .

QUALITY MACHINE TRANSLATION

Y. BAR-HILLEL
Hebrew University, Jerusalem, Isrzel

One of the reasons whv we do not as yet have any translation centers,
not even in the plamnning stuge, in which electronic computers, gener.l or special
purpose, are used to automate certain varts of the translrtion cvrocess, in swvite
of the fact that such centers would fulfill a vitsl function in saving & consid-
erable amount of gualified human translator time ver document translated, and
thereby facilitate more, quicker and, after some time, cheaper trenslatlon s
the reluctance of ..any MT workers to recognize that their pet idea of inventing =
method for fully-automatic hich-auslitv mechine trenslation (FAHQMT; is just =
dream which will not come true in the foresceshbls future, By not realizing the
pri-ctical futility of this aim, whstevsr its motivational importance for certzin
types of basic research, thev have rmansged to fool themselves and the agencies
which sponsored their reseerch not to be setisfied with a partlv autometed trons-
lation system whose principles are well understocd today, but to weit for the
real thine which was believed, znd mede believe, to be just around the corner.

During the last vear, I have repeatedly tried, through per onal talks,
lectures before conferences and small groups, as well #s in articles™ s LO
point out the illusoriness of the FAHQMI idesl already in respect to mnchanlcal
determination of the syntactical structure of a given source language schtencs.
These efforts of mine were besed on certsin deup t eoretical insights into '
linguistic structure recently obtained bw ChOmskv . Today I shzall show that
there exist extremelv simple sentences in English -- :nd the same holds, I um
sure, for any other natural language -- +hich, within certeain linguistic contexts.
would be uniguely and unambiguously trenslated into, seav, French or German or
Russisn or what have you by anyone with a sufficient knowledge of the two lanaunsirus
involved, thoush I know of no rrogram that would enable 2 machine to come up with
this unigue rendering unless done so by a completely arbitrsry and ad _hoc pro-
cedure whose fulility would show itself in the next example. I defy any of the oI
experts gathered here ~- and anybody else -~ to show me where I am vrong, In c.go
they are unarle to do this, 12t me suggest thet thev stop talking about the
attainabilitv of FAHQWT, and thereby give the green light to those agencies ond
people who are interested in overcoming the severe problems crerted by the shortszu
of qualified human translaters. If they themselves are not willing to coorerste
in the esteblishment of a working, pertly-automated, high-cuality trenslation
outfit because of the smsll amount of intellectusl satlsfactlon that will sccompeny

#) This paper was rtrepared under a more general research program supported bv
the Office of Mezval Hesearch, Information Systems Branch, Contract No. Nonr-
2578(0C), MR 049-130. It is to be vread before the International Conference for
Informatien Processing, Paris, June 1959.
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such un -chievément, I for one understand this attitude fully and even' shzre it to
such a degree that I have no intention to spend my time on such ¢ groject. Let
them, and myself, by all means go on and investigate the countless number of basic
problems with ¢ real challenge in them, concerning lsngvage models, special-

rurnose program languages for translation, machines thet will learm to trenslste,
ete. Bubt T do not think they sheould discour-ge other peorle esger to establish

a svstem, any system, that does save velueble men-power «nd does solve an urgent
problem, by threatening them, so to sprcek, with ths outlook of having to face
tomorrow an incomparably better system thei will make their efforts and achleve-
ments look childish and peintless.

I now come to .. v sentence, It is just:
The box was in the ren.
The lingvistic context from which this ssntence is teken is, sev, the following:

Little John was lookinz for his toy box. Finelly he found it.
The box w=s in the ren, John wss verv happy.

dsgune, for simplicity's sake, thet 'pen' in Enelish has only the
following two meanings: (1) . certein writing utensil, {2) an enclosure where
small children can play. I now claim that no existing or imaginable program
will enable an clectronic computer to determine that the word 'pen' in the
given sentence within the given context has the second of the above meanings,
whereas cvery reader with a sufficient knowlodre of English will do this
fzutomatically”., Incidentelly, we realize that the ilssw 1s not one thast concerns
trunslation proper, i.e,, the transition from one languarc to enother, but a
preliminary stage of this rrocess, i.s., the det-rmination of the srccific meaning
irl context of & word which, in isolation, is sementicallv ambiguous (relative to
a given target-languare, if you so wish).

It is an old prejudice, but neverthslesss » wrejudice, that tsking into
considerction a sufficiently large linguistic environment as such will suffice to
reduce the semantical ambigvity of = ¢iven word. Let me cuote from the memorandum
which Warren Weaver sent on Julw 15, 1949 to soms two hundred of his acauaintances
and which became one of the prime movers of MT rescarch in,genersl and directly
initiatsd the well-known rescarches of Teifler and ¥Kazplan ): m,..if.,.one can see
not only the central word in cuestion, but also say N words on either side, then,
if N is large enough one cen unemhlguouslv decide the meaning of the central word,
The formal truth of this statem:nt becomes clear when one mentions that thé middle
word of a whole article ¢r a whole bool is unambiruous if one has re.d the whole
article or book, providing of coursze that the articlc or book is sufficientlyv well
written to communicate st #11." Weaver then goes on to ros: the practical question:
"What minimum value of N hlll, at least in a tolcrable fraction of cases, leed to
the correct choice of meaning for the centrzl word", a cuestion which was, ‘e
recall, so successfully answered by Kaplan, But Weaver's seemingly lucid ergument
is riddled with a fateful fallacy: the argument is doubtless valid (fortified, as
it is, by the escape-clause beginning with Tiroviding')} but only for intelligent
readers, for whom the article or book was written to bcgin with., #esver himself
thought =zt that time that the arsuvment is velid also for on electronic comnuter,
though he did not sav so explicitly in the cuoted passsge, and on the contrary,
used the word 'one'; that this is so, will b: clear to anyone who reads with
care the whole section headed "Meaning and Context”. In this fallacious transfer
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Russian ones. It would be very easy to provide as many quotations as ygu wish
.to correcborate this stetement of mine, But this is probably wmnecess since "
I do not believe that someone would wish to challenge me on this point.

Now, what exactly is geing on here? Why is it that a machine with a
memory capacity sufficient to deal with g whole paragraph at a time, ard a
sytactico-semantic program that goes, iff necessary, beyond the boundarigs of
single sentences up to a whole paragraph (and, for the sake of the argument
up to a whole book, if you so wish) -~ something which has so far not gotten
peyond the barest and vaguest outlines -~ is still powerless to determine the
meaning of 'pen' in our semple sentence within the given paragranh? THe
explanation is extremely simple, and it is nothing short of amazing that, to
my knowledge, this point has never been made before, in the context of‘MT
though it must surely have been made many times in other contexts. What makes
an intelligent human reader grasp this meaning so unhssitatingly is, 1n.add1510n.
to all the other features that have been discussed by MI' workers -~ Dostert
e.g., lists no less than seven of what he calls areas of meaning determination,
none of which, however, takes care of our simple example --, this intelligent
reader!'s kncwleggg that the relative sizes of pens-qua-writing-utensils, toy
hoxes and pens-qua-plav-pcns are such that when someone writes under ordinary
circumstances and in something like the given context, "The box was in the pen’
(and the occurrence of this sentence in the mentioned paragraph tends to increass
the confidence of the reader that the circumstances are ordinary, though the whole
paragraph could, of course, still have formed part of a larger fairy tale, or
of some dream story, ete.), he almost certainly refers to a play-pen and most
certainly not to a writing pen. This knowledge stands at the disposal of the
average human reader beyond a certain age, and the writer tekes this into
account, This knowledge does not stand at the disposal of the electronic
computer and none of the dictionaries or progrems for the elimination of polysemy
puts this knowledge at its disposal,

Weaver has been followed by almost every author on MT problems, incluc:ig the

L]

Whenever I offered this argument beflore one of my colleagues worling on
MT, their first reaction was: "But why not envisaze a svstem which will put
this knowledge at the disposal of the translation machine?® Understandable as
this reaction is, it is very casy to show its utter futility. What such a
suggestion amounts to, if taken seriously, is the reguirement that a transliation
machine should not only be supplied with a dictionary but alsc with a universal
encyclopedia, This is, however, surely utterly chimerical and hardly deserves
any further discussion. Since, however, the idca of a machine with encyclopedic
knowledze has popred up also on other occasions, probably slse during the vresent
conference, let me add a few words on this topic. The number of facts we human
beings know is, in a certain very pregnant senss, infinite., Knowing for instonce,
that at a certain moment there are exactly eight chairs in a certain room, we also -
know that there are more than five chairs, less than 9, 10, 11, 12, and so on
2d infinitum, chairs in that room. If you so wish, we know all these additional
Tacts by inferences which we are able to perform, at least in this particular
case, instantaneouslr, and it is clear that they are not, in any serlous sense,
stored in our memory. Though one could envisage that 2 machine would be capable
of performing the same inferences, there exists so far no serious proposal for »
scheme +that would meke a mechine perform such inferances in the same or similar
circumstences under which an intelligent human being would perform them. Though
a lot of thought should surely be given to the problems which could only be
touched here very little, it would wvery definitely mean putting the horse before
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the cart if practical MT would have to wait for their solution. These problems

are clearly many degrees of order more difficult than the problem of establishing
practical machine aids to translation, I believe that it is of deecisive impertanc:
to get a clear view of this whole issue and hope that my remerks will contribute
to its elarification,

- 1 have no idea how often sentences of the mentioned kind, whose ambi-
guity is resolvable only on the basis of extra-linguistic knowledge which cannet
be presumed to be at the disposal of 2 computer, occur on the average in the
verious types of documents in whose translation one might be interested, I am
aguite ready to assume that they would occur rather infreguently in certain
scientific texts., I am ready to admit thot none might occur on a whole page or
even in some whole article. But so long as they will occur sometimes, a translati-n
outfit that will claim thet its output is of a quality comparsble to that of a
qualified human translator will heve to use a post-editor, As soon as this is
granted, the grestest obstacle to practical MT has been evercome, and the way is
free for an unprejudiced discussion of the best human use of the humen partner in
the translation outfit,

Having shown, I hope, that FAHQIMT is cut of the guestion for the fore-
secable future becsuse of the cxistence of a leree number of sentcnces, the deter-
mination of Yhose meaning, unambiguous for a humsn reader, is beyond the re=ach
of machiness , let me now discuss this issus of roduction of aementical ambiguity
2 1ittle further, There sxist in the main two methods of reducing sementical
ambieuity. One is the use of idioglossaries, the other is the alrendy mentioned
method of utilizine the immedirte linguistic snvironment of the word which is
ambiguous in isolation. Though some doubts hrve been raised on occnsion as to the
validity of the first of these methods, I do not know of any serious attempt to
put its validity to test. AL this point I would only like to impress you with the
vital necessity of performing this test before on M method based upon its
utilization is cloimed to yield high-guality translations, c¢ven in collsboration
with 2 post-editor. It is just the great effoctiveness of the use of idioglossaries
in general which is apt te yield disastrously wrong tronsletions on ocecesion
without giving the post-cditor even » chance to correct thess mistekes. It is
Just because a certain Russian word in a chemicnl psper will almost alwayg h=ve
a certain specific English rendering that the denger is so great that in those
exceptional cases where this word, for some resson or other, will have o differont
meaning, this exception will not be t:ken into account, yielding a meaningful
but wrong transletion.

In regard to the second methsd, the situsation is cven worse, and hes
lately become even more confusg% through the use of certein slogan terms like
"thesaurus' in this connection®/, It is doubtless truz that considerstion of the
immediate linguistic neighborhood of = given rmbigvons word is 2 very powerful
method, but it is agrin necesssry to realize its limitetions, I om not talking
any more cbout those limitations which T pointed out through the use of my
sample sentence. T nm now talking rather sbout the fret that many MT workers
seem to underestim>te the importance of those crses of reduction of polvsemy
which cannot be obtained by looking at the immedinte neighborhood, and even mor.
so about the foct that partizl successes in this direction have led m-ny pcoplc
to underestimate the depth of the remerinine gap. Let me state rether dogm~ticolly
that there exists at this moment no method of reducing the polysemy ef the, say,
twenty words of an aversge Russilan sentence in a scicntific article below a
remainder of, I would estimate, ai least five or six words with multiple English
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rerderings, which would not seriously endanger the quality of the machine output.
It is looking at the cuantities involved which creates a distorted picture with
many people. Meny tend to believe that by reducing the number of initially
possible renderings of a twenty word Russian sentence from a million (which is
the approximate number resulting from the assumption that eaca of the twenty
Russian words has two renderings on the average) to some eighty (which would

be the number of renderings on the assumption that sixteen words are uniguely
rendered and four have three renderings apiece, forgetting now about 211 the
other aspects such zs change of word order, etc.) the main bulk of this kird

o® work has been achieved, the remeinder recguiring onlv some slight additionsl
effort. We have before us another case of what, in 2 superficially different
but intrinsicallv very similar situation, hes bec<n czlled the "80 per cent
fallaey".’) The remaining 20 per cent will recuire not one cuarter of the effort
spent for the first 80 per cent, but many, manv times this offort, with & few
rer cent remaining beyond the resch of svery conceivable effort.



NOTES

1) See "Decision procedures for structure in netural languages”, Logigue st
Anelyse, M.5., 2:19-29 (1959), which is a revised version of a talk given before
the Collogue International de Logicue, Louvain, September, 1958; the talk given
before the Second International (ongress on Cybernetics, Nemur, September 195&,
on "Some linguistic obstacles to machine translation” will be nublished in ths
Proceedings of this Congress. :

2) See, especlally, Chomsky, N., Syntacticel structures, 's-Grivenhage,. iMouton
& Co., 1957,

3) This memorandum is reprinted a- Chepter 1 of Locke, W.N, ~nd Booth, &.D., cous.,
Machine translation of languages, New York, John Wiley & Sons, 1%%55., The ocuotad
passage appears there on page 21, - For Reifler's -nd Kurlan's studies, see ibid.,
‘—-. 2?70

L) See Dostert, I..E., "The Georgetown-I.B.H, Experiment') ibid., Chapter 8,
gsrecially vo, 129 f£f,

5) T am afraid, therefore, thet Weaver's hopes, reuttered in 1955 in his
foreword to op. cit., that forthcoming research on logicel syntex and sementics
will mzke it possible for a computer to produce an output that woild reguire nc
more than polishing up by a post-editor -- see ibid., ', VII -- will not
"materialize, I om singling out Weaver just because his misjudgment cannot be
explained as being the result of vested interests.

6) MNotice, e.g., that the very same -- fictitious! —- thesaurus approach thet
would correctly render twen! by 'vlume! in the sentence 'The pen wes in the-
inkstznd! would incorrectlv render 'ren' by 'glums' in the sentence 'The
inkstand was in the pen'.

71 See Bull, W.E., Africs, Ch. and Teichroew, D., "Some rroblems of the 'word'’,
ibid., Chapter 5, u. 98.



