
 
 
 
 
 
 
 
 
 
 
CHAPTER IV 

Machine Translation 
and Linguistics 

1. General Remarks 

Machine translation is a new and fast-developing area of lin- 
guistics in which exact methods of research are widely applied; 
indeed, they are necessary for progress. 

An ineluctable part of the work in machine translation (MT) 
is the description of linguistic facts but in a unique form— 
namely, as rules for transforming a text in one language into an 
equivalent text in another. 

These descriptions, consisting of the iteration of necessary 
operations, are so exactly drawn up that they can be “accepted” 
and used by an electronic computer. Thus, the immediate ba- 
sic factor occupying our attention is the description of lan- 
guages by exact methods, which can be verified experimentally 
by MT. 

To avoid occupying ourselves with the complex theoretical 
question of the existence of a scientific description, we can stipu- 
late that the construction of working models is a highly effec- 
tive technique for creating and verifying a description of any 
system whatsoever. We shall explain just what this means. 

Let us assume that we are considering a group of arbitrary 
objects generated by a mechanism unknown to us. This mech- 
anism   is   not  available  for  immediate  observation,  and  we  can 
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draw conclusions about it only from the results of its activity, 
i.e., from the properties of the set of objects that it has gener- 
ated. Here we are interested in the particular mechanism only 
in a strictly defined sense: It is important for us to know just 
those aspects of its functioning that cause it to generate the 
particular set. None of the concrete properties of the mecha- 
nism or of its functioning are relevant to us. 

By analyzing the totality of objects available to us from the 
mechanism, we can create a hypothetical description of it. To 
verify this description, we can construct a model of the mecha- 
nism based on it. This would be only a model and not a copy of 
the mechanism, since very many concrete properties of the 
mechanism will not have been studied, and in some respects 
the model will not resemble the mechanism itself at all. But if 
this model in function can generate exactly the same objects as 
the mechanism studied, then we can conclude that our model 
is adequate in the relevant respects and consequently that our 
description is accurate. (Of course, this description does not 
have to be unique; other equally correct descriptions are pos- 
sible.) 

A model for a generative mechanism such as that in our ex- 
ample is directly relevant to linguistics. Actually, the aim of 
linguistics is the description of language, i.e., of the system gen- 
erating speech. The system itself—language—is not manifest to 
the researcher; he must deal only with the results of its func- 
tioning—with speech. To verify one’s descriptions, one can cre- 
ate working models corresponding to them—logical structures 
that can be realized in the form of electronic circuits and that 
must functionally generate speech objects. We think that a de- 
scription can be considered accurate (although not natural) if 
we can create from it a working model capable of fulfilling any 
part of the functions of verbal communication. 

If the problem of linguistics is defined to be the description 
of language as a structure producing speech, then the aim of 
MT is to embody this description in algorithms that are realiz- 
able on existing electronic computers. By the same token, MT 
provides linguistics with the experimental basis so necessary to 
it; in the course of MT, the description of linguistic facts is 
verified and made more precise, while the methodology of lin- 
guistic  description  itself  is  perfected.      This  is  the  value  of  MT 
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to linguistics. MT specialists, in turn, should use the language 
descriptions created by linguistics. Thus, linguistics and MT 
cannot develop successfully without one another, or without a 
constant exchange of results and accumulated experience. 

While this statement of the interdependence of MT and lin- 
guistics is line in theory, the actual situation is different. A 
paradox has arisen. On the one hand, MT work has received 
significant comment in linguistic circles. Special articles on MT 
are published in such linguistic journals as Voprosy yazyko- 
znaniya, Word, Modern Language Forum, and Babel. Problems 
in MT are discussed at international linguistic congresses (the 
Eighth Congress of Linguists in Oslo, the Fourth Congress of 
Slavicists in Moscow); moreover, linguists take a considerable 
part in conferences on MT and related problems (the First 
Conference on MT, 1952, U.S.A.; the First All-Union Confer- 
ence on MT, 1958, Moscow; the First Conference on Mathemat- 
ical Linguistics, 1959, Leningrad, etc.). MT centers have been 
established at various linguistic institutes and also in univer- 
sities in several countries, such as the U.S.S.R., the Chinese 
People’s Republic, Czechoslovakia, the U.S.A., and England. 

On the other hand, MT remains a highly specialized area 
that would seem, from its special problems and methods, to be 
quite separate from theoretical linguistics. At present in MT 
there is made almost no use of the achievements of contempo- 
rary linguistics; whereas pure linguists, while recognizing MT 
de jure, in developing their theories completely ignore MT de 
facto. 

Yet MT is not just another special area of linguistics as are 
studies of Indo-European, Caucasian, and Semitic languages. 
A specialist in Paleoasiatic languages could easily know noth- 
ing about specialized research on Spanish, nor does a linguist 
studying lexicography need to deal with the problem of case in 
Caucasian languages. But MT touches equally on all special- 
ized areas. The study of various languages and problems, using 
the approach and methods of MT that have been proven by 
experiment, will permit a future unification of the science of 
language. MT is simultaneously both a workshop, where the 
methods of precise linguistic research are perfected independ- 
ently of the concrete sphere of application of these methods, and 
an   experimental   field,    where  the  results  are  verified  by  ex- 
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perience. Therefore, it is very important for all linguists to learn 
as much as they can about MT. 

In the following exposition, our purpose is not to describe 
precisely the bonds between specific questions of MT and the 
corresponding linguistic problematics; for that we need special 
research not yet undertaken. Our problem is purely indicative: 
to give a short description of some of the problems of MT that 
seemed to us to be of interest to linguists. 

We have deliberately avoided aspects that, though particu- 
larly important for MT, are still too specific and technical at 
our present level of development. For example, the problem of 
MT dictionaries and of dictionary search, the problem of a 
morphological analysis of words during MT, etc., lie here. 

2. Two Approaches to Machine Translation 

The problems and methods of MT are variously understood by 
different researchers. Corresponding to differences in opinion 
in the MT field, there are two methods of approach, which in 
foreign literature are sometimes tentatively called the “95 per 
cent approach” and the “100 per cent approach.” 

In the first approach, the basic and final purpose of research 
is the realization of machine translation of scientific-technical 
texts with the least expenditure of time and effort. The quality 
of the translation may not be high; it suffices if the greater part 
of the translated text (hence, the name “95 per cent approach”) 
is understandable to a specialist. For this reason the necessity 
of complete syntactic analysis is denied; a text is comprehen- 
sible to a specialist even with word-for-word translation (at 
least for certain pairs of languages). The structure of the lan- 
guage does not interest the researchers; the rules for transla- 
tion are based on instances encountered in the texts analyzed 
and are gradually broadened by introduction of new texts and 
discovery of new cases. Such rules may not reflect actual lin- 
guistic regularities and may even contradict them. V. H. Yngve 
has called such rules “ad hoc rules.” 

In the second approach, the study of the general structural 
regularities of language that form the basis of concrete cases of 
translation   are   put   foremost.      In   other   words,  the  researcher 
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tries to explain the possibilities and means used by language to 
express a particular thought. The rules for translation are for- 
mulated with regards to the possibilities explained. Realization 
of a translation on the machine is considered a means of facili- 
tating knowledge of the structure of language (in the sense in- 
dicated above—as a group of laws according to which spoken 
sequences are constructed). This is necessary, since MT is not 
considered to be an end in itself but rather the first step in solv- 
ing a more general problem: how to “teach” electronic compu- 
ters a whole series of operations using speech, including editing 
and referencing and the introduction of bibliographic and other 
corrections to texts. 

Much attention has been turned to syntactic and, more re- 
cently, to semantic analysis. It is proposed that the possibility 
of explaining the syntactic (and meaning) structure of a text 
will allow us not only to improve the quality of machine trans- 
lations basically but also to automate the operations mentioned 
earlier that are connected with language. 

An important place is assigned to purely linguistic studies of 
language. Thus, for example, the MT group at the Massachu- 
setts Institute of Technology (U.S.A.) is working out a special 
structural grammar of German and a parallel, analogous gram- 
mar of English in order to determine the correspondence be- 
tween these languages. “We are looking at language in a new 
light—through the prism of the ‘memory’ of a computer,” 
write two members of this group, W. N. Locke and V. H. 
Yngve, “and we hope that our work on language structure will 
yield us new and interesting results” [40]. 

The “100 per cent approach” demands that, although he base 
his work on some limited text, the linguist use his knowledge 
of a language fully in formulating rules for translation, turning 
if necessary to special studies (i.e., introducing additional 
texts), and that he try to answer all questions cardinally, so 
that his solution may correspond to the structural possibilities 
of the language. Rules obtained in this way can be called “gen- 
eral rules” (as opposed to the “ad hoc rules” mentioned ear- 
lier). 

The difference between “ad hoc rules” and “general rules” 
can be illustrated by an example from an article by A. Kout- 
soudas and A. Humecky, “Ambiguity of Syntactic Function Re- 
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solved  by  Linear    Context”   [38] In this article, rules are given 
for determining the syntactic function of Russian short-form 
adjectives in -o (legko, bystro)  and of comparative adjectives 
in –e, -ee (legche, bystree). The rules are based on a large num- 
ber of examples (approx. 700). They originate from analysis 
of “linear context” of three words (the short-form, one preced- 
ing word, and one following) and ensure correct analysis of 
nearly all initial examples. 

However, D. S. Worth, in his critique of this article [62], 
cites examples contradicting nearly all of these formulated rules. 
This is explained, as Worth says, by the fact that Koutsoudas 
and Humecky had not studied the structural laws of Russian 
syntax but had simply lumped together the results of a series 
of translations from Russian to English. In this they used su- 
perficial facts—the character of two adjacent words. Study of a 
larger context would lead to magnification of the number of 
rules until they enumerated the many individual instances. 

Worth’s criticisms are valid. The fault does not lie in the 
fact that Koutsoudas and Humecky did not study some exam- 
ples, or that they did not have enough examples. If they had 
tried to find a primary general solution, using only their own 
material, they would probably have obtained simpler and, 
moreover, more effective rules. Obviously, “general rules” must 
be based not on three-word or even larger “linear” context but 
on knowledge obtained about the whole sentence at the first 
analysis. (This knowledge is needed to answer many questions 
in translation and not just to find the syntactic function of the 
short-form adjective.) Thus, if there is an “obvious” predicate 
in a sentence (i.e., whether it be a verb in the personal form, 
or a short-form participle, or a short-form adjective, not neuter 
and not compared, or a so-called “predicative word” like nyet 
[there is no], mozhno [can], etc.), then the form in -o (or -e, 
-ee) under consideration can only be a modifier and must be 
translated as an adverb.1 We note that it makes no difference in 
such an approach—as opposed to that taken by Koutsoudas and 
Humecky—where  this  “obvious”  predicate  is  found, so no aux- 

1 For simplicity of illustration we have omitted the special case of the forms 
budet [will, will be], bylo [was] (budet legko [(it) will be easy], bylo vozmozhno 
[(it) was possible], etc.). 
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iliary   rules  are  needed  for  handling  all  possible  instances  of 
inversion, substitution, etc.. Furthermore, if there is no “obvi- 
ous” predicate in the sentence and the -o form under consid- 
cration is an adjective; of a definite semantic type (e.g., legko 
[(it) is easy], estestvenno [(it) is natural], nepravil'no [(it) 
is incorrect] ), and there is an infinitive present in the sentence 
but no possible infinitive-governing word, then the -o form is 
the predicate (translated into English by “it is” + adj.), and 
the infinitive is to be connected to the -o form (e.g., legko videt’ 
chto ... [it is easy to see that ...]). Here again, the mutual 
word-order has no significance. Other rules for finding the syn- 
tactic function of short-form adjectives in -o are formed anal- 
ogously. 

Such “general rules” are based on a consideration of the 
principal possibilities (the semantic types of the short-form ad- 
jectives and the presence or absence of certain types of words 
in the sentence). These rules may be larger in volume than 
those of Koutsoudas and Humecky, but with a little increase 
in volume, they increase considerably in their effectiveness. In 
short, “general rules” can in every case ensure a selection that 
will be comprehensible (to a human being). 

“General rules” are, of course, more interesting to a linguist. 
In the nature of things, their composition will lead to an exact 
description of the structure of language, i.e., to the discovery 
of laws such as those by which this or that content is expressed 
in language. 

In general, the “100 per cent approach,” with its broad view 
of MT, is more closely related to theoretical linguistics and is 
apparently able to function better in solving the latter’s basic 
problems. 

3. Syntactic Analysis in Machine Translation 

In the first stages of MT’s development, the researcher’s atten- 
tion was naturally drawn to the problems of word-for-word 
translation. 

In word-for-word translation, the machine ascribes to each 
word or form of a word all possible translational equivalents, 
using  a  dictionary  (or  a  dictionary  and  morphological  tables). 
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Linguistic difficulties arising during such a translation are not 
great and are almost entirely reducible to technical problems. 
Therefore, it is entirely understandable that the history of 
practical work in MT began precisely with word-for-word 
translation. 
During the past five or six years, in the U.S.S.R., in the 

U. S.A., and in England, several experiments in word-for-word 
translation have been conducted using machines; e.g.: Russian- 
English translation in the Computation Laboratory of Harvard 
University (Oettinger’s group); French-English in Birkbeck 
College [23]; French-Russian at the Mathematics Institute of 
the Academy of Sciences, U.S.S.R. ([6], [7], [8]). (The 
French-Russian translations were not purely word-for-word; 
the algorithm employed contextual analysis to distinguish hom- 
onyms, etc., though not systematically.) The results have shown 
that word-for-word translation is suitable as a first approxima- 
tion for definite pairs of languages and for specialized texts. In 
some cases, it is useful for direct application.2 But even in these 
cases, word-for-word translation is in need of considerable im- 
provement. 

On the other hand, for certain pairs of languages (e.g., Ger- 
man-English and English-Russian), word-for-word translation 
is generally impossible; in such cases, it is necessary to base the 
translation on a syntactic analysis consisting of a determination 
of the bonds between words and between parts of the sentence. 

Syntactic analysis gives machine translation an enormous po- 
tential for improvement. 

The truth of this fact has long been recognized; one of the 
first publications on MT (in 1951!) was Oswald and Fletcher’s 
remarkable article on the syntactic analysis of German text for 
translation into English [47]. The authors had formulated sim- 
ple and, at the same time, quite effective rules for automatic 
analysis of the syntactic structure of German sentences. Their 
approach essentially foreshadowed the direction of research in 
this area. 

In developing the ideas of Oswald and Fletcher, Victor Yngve 
proposed (in 1955) an interesting methodology that yields a 
very  general  solution  to  the  problem of syntactic analysis (see 

 2  See examples of French-Russian machine translation in [7]. 
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[63] ). Immediately after Yngve, there followed work on vari- 
ous aspects of syntactic analysis by many scientists abroad (the 
Cambridge MT group in England, the MT group of The 
RAND Corporation, the collaborators of the Georgetown group 
in the U.S.A., and others), and in the U.S.S.R. (the MT groups 
at the Mathematics Institute (MI), the Institute of Precise 
Mechanics and Computer Techniques (IPMCT), the Linguis- 
tics Institute (LI), Leningrad University (LU), and the Acad- 
emies of Science of Georgia and Armenia). 

We shall not give a detailed description of the activities of 
each group mentioned but shall limit ourselves to a survey of 
the general state of recent work on the automation of syntactic 
analysis, citing only the most interesting aspects. 

We note especially that in MT the term “syntactic analysis” 
is rather widely understood and accepted, though insufficiently 
defined. Syntactic analysis includes the determination of bonds 
among words, the determination of the character of these bonds, 
the hierarchy of individual groups of words, the relations among 
the parts of a complex sentence, etc. Unfortunately, special re- 
search that would define the term exactly and establish the 
boundaries of syntactic analysis has not been undertaken by 
anyone. We shall, therefore, use the words “syntactic analysis” 
in the usual broad and rather fuzzy meaning (as primarily in- 
tending to determine the bonds among words of a complex 
sentence). 

Many researchers base syntactic analysis on a list of typical 
phrase-types (or constructions). These typical phrases are de- 
scribed in terms of previously defined classes of words. To be- 
gin with, word-class attributes are ascribed to all the words in 
a text with the aid of a special dictionary. Then the machine, 
comparing the text with the list of phrase-types (i.e., with the 
list of minimal word-class sequences), finds specific phrases in 
the text, and thus determines the bonds among the words. 

This method was proposed by Victor Yngve (U.S.A.) and, in- 
dependently, by R. Richens (England). In the U.S.S.R., T. N. 
Moloshnaya was the first to apply it [17] for constructing an 
algorithm for English-Russian translation, using a dictionary 
of “configurations” (as typical phrase-types are called). 

A    dictionary   (list)    of   elementary   syntactic   constructions 
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(about  7,000 entries)  is applied  in   Harper and  Hays’  Russian- 
English  algorithm    [35].   Dictionaries of  configurations are ap- 
plied by the majority of Soviet researchers (the MT groups at 
LU, IPMCT, LI, and the Georgian Academy of Sciences). 
     Several basic questions about syntactic analysis, as realized by 
cutting text into the simplest typical phrases, are considered in 
T.N. Moloshnaya’s work [15] (for English) and in M. V. So- 
fronov’s [20] (for Chinese). 
      The application of dictionaries of configurations permits the 
creation of a universal algorithm for syntactic analysis suitable 
for most, if not all, languages. Between languages, only the con- 
tent of the configuration dictionary changes, while its general 
form and the rules for a search of configurations in text, using 
this dictionary, remain the same. (Analogously, rules for dic- 
tionary lookup do not change for various languages.) The gen- 
eral   form  of a  configuration dictionary  and a corresponding 
universal algorithm for syntactic analysis are being developed 
at LI. 

In order to denote typical phrases, it is first necessary to clas- 
sify words in a way that does not correspond with the tradi- 
tional division into parts of speech. The number of such classes, 
in some algorithms, amounts to several dozen or even, in a few 
cases, to hundreds. Then, the number of typical phrases be- 
comes several thousand. 

But an approach is possible in which a single, constant dis- 
tribution of words into classes in general does not obtain. In 
place of one class indicator, a series of indicators is written for 
each word, characterizing all words for all their interesting as- 
pects. Word groupings can be constructed using any combina- 
tion of indicators. When we need to define a class of words in 
order to apply some rule, we indicate that class by the necessary 
attributes and their meanings. Similar indications are included 
in the formulation of the rules (in the list of configurations); 
thus, word classes are formed specifically for each rule. This 
approach is used by LI in its algorithm for syntactic analysis. 

This plan for grouping words can be called a “sliding classi- 
fication.” A “sliding classification” is suitable wherever one 
could, in choosing various combinations of indicators, obtain a 
large number of word classes of any volume.   One can select the 
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indicators so that a class will consist of just one concrete word 
form; one can also, by taking another combination of indicators, 
construct a class that includes a very large number of forms. 
The same words can belong to one class with respect to one set 
of indicators and to another class with respect to another set. 

The “sliding classification” permits a considerable decrease 
in the number of configurations, to several hundred instead of 
several thousand. “Sliding classification” is also of considerable 
interest from a theoretical standpoint. It is possible that the 
notorious problem of the parts of speech can be studied anew 
in the light of a consistent development of “sliding classifica- 
tion.” 

In syntactic analysis, many machine operations, and conse- 
quently much time, are spent searching the configuration dic- 
tionary. Configurations are compared with the text sequentially, 
one after the other, until one of them “fits” the phrase being 
analyzed. Such iteration of configurations seems uneconomical, 
and we would like to do away with it. An alternate method has 
been suggested by the collaborators of the Cambridge MT 
group [44]. 

Source-text elements that possess the characteristic of pre- 
dicting groups of a certain type (“structures,” as the Cambridge 
unit has decided to call such groups) are studied. These ele- 
ments are called “operators.” An “operator” has ascribed to it, 
in the dictionary itself, the number of the structure that it pre- 
dicts and an indication of its position in this structure. Once 
the machine encounters this “operator” in text, it immediately 
turns to the proper structure (in a list of structures) and then 
searches the text for the remaining elements. Here, the ma- 
chine does not have to search the whole list of structures. 

Similar ideas are being developed by Garvin’s group (U.S.A.) 
[28]. Here, special attention is devoted to so-called “decision 
points,” or “fulcra.” 

A fulcrum is the element of a syntactic unit that determines 
the presence and character of this unit. The fulcrum of a sen- 
tence is a predicate group, while the fulcrum of the predicate is 
a verb in the personal form, or a short-form adjective (in Rus- 
sian), etc. To each fulcrum correspond specific syntactic rules, 
which are only applied when that fulcrum is discovered. Fulcra 
are comparable to the operators of the Cambridge group. 
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In its algorithm for syntactic analysis (of Russian), LI ap- 
plies a similar method. To each word are ascribed the “ad- 
dresses” of the first (in list order) configurations into which 
this word can enter. There are two such “addresses.” (Ad- 
dresses are numbers, the ordinal numbers of the configura- 
tions.) 

The first “address” is ascribed to the word’s root in the dic- 
tionary; it is based on the nature of the root itself (its lexical 
meaning, its capacity to predict some word or form, etc.). The 
second “address” is produced during morphological analysis; 
it is based on the form of the word. Reference to the configura- 
tion list is always made through the “addresses” of words. Pro- 
ceeding from left to right through the phrase being analyzed, 
each word is looked at in turn, and according to its first ad- 
dress, a particular configuration is selected for comparison with 
the phrase under analysis. For each configuration, “addresses” 
are indicated for the series of configurations to which the “op- 
erating” word must refer, depending on the results of compari- 
son (whether the given configuration had “fit” the phrase be- 
ing analyzed). After the comparison, the operating word is “re- 
addressed,” then the next word is taken, and the whole process 
is repeated from the beginning. In this way, search through the 
whole list of configurations is avoided.3 

The consequences of syntactic analysis of complex sentences 
are of special interest. Analysis can proceed by splitting up the 
component parts of a complex sentence—simple sentences, in- 
dependent elements, etc. For this purpose, punctuation and 
certain words, mainly subordinating, are noted specially. Syn- 
tactic analysis proper (determination of bonds among words) 
is conducted within each separate part. Oswald and Fletcher 
[47] proposed this method; the IPMCT algorithm [18] uses it 
in analyzing Russian. 

Yet another approach is possible: The splitting of a sentence 
into parts is not effected initially but during determination of 
the connections among words; this splitting is not the begin- 
ning but the end of analysis. This approach is used in the LI 
algorithm. The phrase being analyzed is split into “segments” 
according  to  its  punctuation  and certain conjunctions (without 
3 Many details have been omitted for the sake of simplicity of presentation. 
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any special analysis of the punctuation or conjunctions them- 
selves), so that the segments do not correspond initially to the 
meaningful parts of the phrase but are purely formally sepa- 
rated sections.4 

Syntactic analysis is performed within each section so ob- 
tained with the aid of the configuration list. The initial split- 
ting into segments is necessary to avoid forming false relations 
between words in one part of a phrase and words in another 
part. However, this splitting, while saving us from false corre- 
lations, hinders the determination of many true bonds, since 
connected words can belong to different segments at first. 

Therefore, when a word is isolated, i.e., when there is no 
obligatory bond to be found for it within a segment, then the 
segment as a whole takes on a special designation: an indica- 
tion of what bond has not been made for which word. Thus, 
for example, if a transitive verb (e.g., peremeshchaet [shifts]) 
is “separated” from its modifiers (e.g., elementy [elements] ) 
as follows: 

Segment I 
“Vse elementy 
[All elements], 

Segment II 
kotorye prinadlezhat A 
[which belong to A], 

Segment III 
eto dvizhenie peremeshchaet v novoe polozhenie ...” 

[this movement shifts to a new position], 

then segment III will be marked with an indication that for its 
third word there is “missing” a substantive in the accusative, 
and segment I will be marked for the “absence” of a governing 
word; i.e., there is an “excess” in segment I of a substantive in 
the nominative-accusative case. 
4 Several weaknesses (the periods in abbreviations, etc.) were omitted to 
simplify the explanation. 
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The idea of using such designations was advanced by G. B. 
Chikoidze (in Tbilisi). It has proved fruitful. In its algorithm 
for analyzing Russian, LI uses only some twenty such designa- 
tions, indicating the “absence” or the “excess” of words of a 
particular type in a segment. 

When analysis within a segment is finished, segments are 
compared with each other for resultant designations, so that 
the “excess” words in certain segments can be connected with 
the corresponding “unsatisfied” words in other segments. As a 
result, some of the boundaries between segments are removed 
and a primary unification of segments obtains. Analysis is re- 
peated, if necessary, with respect to the configurations within 
the enlarged segments and then a comparison is made of the seg- 
ments for their designations, etc., until bonds have been estab- 
lished among all the words. Then, the segments will correspond 
to actual parts of the complex sentence. At this point, on the 
basis of a consideration of conjunctions and of knowledge of the 
structure of each segment obtained during analysis, the bonds 
among the segments and their hierarchy can be established. 
Here, analysis is completed. 

The general organization of the analysis is a separate ques- 
tion.5 In several projects, separate steps have been used follow- 
ing glossary lookup, consisting of morphological analysis, the 
finding of idioms, resolution of homographs, treatment of words 
with various peculiarities, etc. For example, the French-Rus- 
sian ([6], [8]) and Hungarian-Russian [12] algorithms of 
MI and LI, and the Georgetown University algorithm, 
“SERNA” (“S Russkogo Na Anglijskij”—from Russian to Eng- 
lish) [59], are so constructed. During later research it devel- 
oped, however, that the indicated stages are not basically differ- 
ent from syntactic analysis. Actually, idiom determination in 
text is the same as the determination of phrase types, and reso- 
lution of homonyms is made on the basis of determination of 
the bonds among words. For this reason, the LI algorithm for 
syntactic analysis of Russian text includes not only idiom de- 
termination but also homonym resolution and treatment of spe- 
cial words.    Idioms  and  the  rules  for  resolving  homonyms are 

5 About MT analysis, see p. 61 below. 



58    Machine Translation and Linguistics 

simply special configurations in the general configuration list. 
This unique approach has allowed a reduction of all procedures 
to a small group of rote operations, which seemed convenient 
from the standpoint of constructing an algorithm and of pro- 
gramming. 

4. The Problem of Meaning in Machine Translation 

Since the purpose of machine translation, or translation of any 
kind, is transformation of text in such a way that its meaning 
is preserved (more or less), work on MT cannot omit a study 
of meaning and the level of content of languages. It is some- 
times said that MT banishes meaning as an object of research, 
that the machine cannot make use of meaning characteristics. 
These assertions are simply untrue. The machine can use any 
characteristics, including those involving meaning, if only they 
are clearly described and enumerated beforehand. Isolation and 
description of the necessary meaning characteristics is, in fact, 
one of the most important problems in MT. However, the ma- 
chine cannot at present actually make use of the various extra- 
linguistic factors connected with meaning (the correlation of 
language elements with the objects of real activity, psychologi- 
cal associations, etc.), since such questions have not been 
treated. The machine operates only with what is immediately 
contained in the text. Therefore, a purely linguistic description 
of meanings must be made for MT: The meaning of an ele- 
ment is describable by its substitutability (how it fits into syn- 
onymous series or into groups of translational equivalents in 
various languages)6 and by its distribution (the appearance of 
the element in specified kinds of context). This approach is 
not the special property of MT; in fact, meaning must be stud- 
ied by the same methods in linguistics as well. Here, of course, 
the productivity of other approaches is not denied, particularly 
the psychological approach. It is important only to distinguish 
clearly the linguistic and nonlinguistic approaches. MT forces 
this distinction to be made very logically. 

6 See below, pp. 65-66, on the “thesaurus method.” 
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In the light of MT studies, we can consider anew such classic 
linguistic questions as that of homonymy and synonymy. Thus, 
from the MT point of view, one can speak of homonymy when 
the same sequence of elements (e.g., letters) must, for the sake 
of satisfactory translation, be treated variously. The distinction 
between homonymy and polysemy is not made at this time, 
since it makes no difference to the machine at MT’s present 
stage of development whether or not there is any connection in 
meaning between two possible translations of a particular word. 
Later, when we have more complete systems of “semantic fac- 
tors” (see p. 66), this distinction will become essential, and its 
value will be exactly measured by a group of general “seman- 
tic factors” constituting the meanings of the two words com- 
pared. 

Unfortunately, general theoretical questions connected with 
research on the meaning aspect of language for MT purposes 
have not been treated at all. For this reason, we shall limit our 
discussion to one of the practical aspects of the broad theme: 
“meaning in MT.” We have in mind the problem of multi- 
valence. 

Elimination of the multivalence of language elements (words, 
grammatical indicators), in its broadest sense (including the 
various cases of homonymy, see above), is a basic problem of 
MT in its more general form. Multivalence on the MT level 
means the presence of several translations; the removal of mul- 
tivalence is the choice of the necessary equivalent from among 
the several possible ones. If multivalence did not exist, and the 
machine  did  not  have  to  make  such  a  choice,  then  MT would 
be reduced to very simple transformations. 

The problem of multivalence of language elements (mainly 
that of words) is constantly being discussed in MT studies. 
Many suggestions have been made concerning automatic elimi- 
nation of lexical multivalence. They can be grouped as fol- 
lows: 

(1)  Limitation   of   multivalence   according  to  subject-matter. 
It is proposed to apply special idioglossaries in which words are 
given only the meanings applicable to them within a given 
field. One could also furnish each translation of a word with a 
code indicating the area in which it is applicable. 
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(2) Reducing the number of translations by choosing the 
most general translations (i.e., those that can be stretched to fit 
all instances and still not confuse the meaning of a text, though 
weakening the style) or the most probable (the most frequent) 
translations. 

(3) Context   analysis.   Interesting  research   by   A.   Kaplan 
[37] has shown experimentally that context, even when under- 
stood   to   be   simply   adjacent   words,   possesses   considerable 
“force” for removing multivalence. Obviously, if by the context 
of a multivalent word we mean “words immediately connected 
syntactically with the given word,”  then the “differentiating 
force” of such context will be still greater. For just this reason, 
V. H. Yngve proposed a solution of the problem of lexical mul- 
tivalence based on a previously developed syntactic structure 
for the sentence being translated [64]. This solution seems to 
be the most productive. First, the attributes of various mean- 
ing-categories (object, person, action, condition, organization, 
etc.) are ascribed to words; the translation of the multivalent 
word is chosen using rules indicating which of these attributes 
in words syntactically connected with the given word correspond 
to the choice of this translation. Something similar is done in 
applying the “thesaurus method” (see pp. 65-66). 

A special case of the use of context for removing multiva- 
lence is the discovery of idioms having a special translation. 

(4) The most “powerful,2 but at the same time an extremely 
complex, means of removing ambiguity consists of giving the 
machine so many designations of meaning and the connections 
among them that it can “understand” the content of a text (in 
the broad sense of the word). Then, besides syntactic bonds, 
the machine can in translating make use of the meaning rela- 
tions—rules showing the permissible combinations of semantic 
designations. Given such a capability, the machine can correct 
faulty text (with typographical errors, omissions, faults) by the 
meaning. 

Special work is being done for transition to such semantic 
analysis with the purpose of obtaining a sufficiently full collec- 
tion of the simplest semantic elements, such that through com- 
binations of these, one can represent the meanings of any lan- 
guage units. Such elements have been called “semantic fac- 
tors” [3].    Semantic  factors  are  necessary  not  only  for MT but 
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also for many other operations on text, especially referencing 
and correction, as well as for encoding scientific-technical in- 
formation to be stored and operated upon by so-called informa- 
tion machines. 

Several groups are working on extracting semantic factors for 
texts in various fields of knowledge. We cite in particular J. 
Perry and A. Kent’s group in the U.S.A., the Cambridge group 
in England, and the MT Laboratory at the First Moscow State 
Pedagogical Institute of Foreign Languages. 

We shall not treat in detail the question of a method for ex- 
panding meanings into semantic factors. Basically, this method 
consists of defining semantic factors by determining the corre- 
spondences among the various elements both within one lan- 
guage and between languages. Later, when we discuss inter- 
lingua and, in particular, the specification of the semantic ele- 
ments of an interlingua, we shall describe one of the methods 
applied—the so-called “thesaurus method” (see pp. 65-66). 

The construction of sets of semantic factors is especially val- 
uable for linguistics because it permits the study of meanings 
as systems, i.e., as units formed by definite rules from a small 
number of simpler elements. 

5. Interlingua 

The problem of interlingua for MT, formulated at an earlier 
stage of MT’s development, is frequently discussed in the lit- 
ciature and in MT publications.7 Nevertheless, it is far from a 
final solution; moreover, complete clarity has not as yet been 
attained in several general representations of interlingua. We 
shall confine ourselves to a short résumé of some of the ideas 
expressed on this subject. 
    In nonliteral MT (and frequently also in word-for-word MT 
see V. H. Yngve’s remarks on p. 64), the translation process is 
separated into two stages: analysis and synthesis. 

In analysis, specific data about the text being translated (in- 
formation about the translations of words, their morphological 
forms,  the  connections  among  words,  etc.)  are  extracted  from 

7 . Reifler’s paper at the first  MT conference, 1952 [51]. 
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it. These data express the same meaning8 as the input text but 
explicitly and unambiguously, unlike the language elements, 
which are connected with the meaning inexplicitly and ambig- 
uously (meaning may, for example, be expressed by the rela- 
tive distribution of the language elements). The set of data we 
can obtain from analysis is so arranged that, by referring to it, 
we can construct an output text. Constructing texts from an- 
alysis data is the converse of analysis and is called synthesis. 

For every language, data are collected consisting of the char- 
acteristics needed for a unique and explicit expression of the 
meaning of texts in this language. These characteristics are, on 
the one hand, the goal and result of analysis and, on the other, 
the raw material for synthesis. The set of characteristics is de- 
veloped for a concrete language with the introduction of its 
grammatical categories and others necessary and convenient for 
translation of the information. This set is, in fact, the unique 
“intermediary language.” 

In binary translation (from one language to another in a 
given direction), analysis of the input language is performed 
immediately in terms of the characteristics of the output; this 
is so-called “dependent analysis.” For example, in French-Rus- 
sian translation, the cases of nouns are immediately determined 
during analysis of the French text, since these characteristics 
are needed for synthesizing the Russian text. 

But in multiple translation (from many languages to many 
others in any direction), such an approach is not very useful; 
as many analysis algorithms are needed for each input language 
as there are output languages proposed (each algorithm leads 
from the text in the input language to the characteristics of 
one of the output languages). Thus, in “dependent analysis” 
ten languages would need ninety analysis algorithms (nine “de- 
pendent analyses” for every language) and ten synthesis algo- 
rithms (since synthesis is always independent). 

In order to avoid a large number of algorithms, we can ap- 
ply “independent analysis”: For each language there is just one 
analysis algorithm leading from the text in the input language 
to the characteristics of this language, and one synthesis algo- 
rithm  performing  the  converse  operation.   In addition,  there  is 

8 Or rather, almost the same; some loss of information may occur. 
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a set of rules by which the characteristics of the input language 
derived from analysis are transformed into the characteristics 
of the output language needed for synthesis. This set of rules 
is also an interlingua. For example, the interlingua of the MT 
group at M.I.T. ([63], [64]) can be understood in this way. 

There exists yet another approach, as follows: After the nec- 
essary correspondences have been made between the sets of 
characteristics of concrete languages, these sets are united in a 
particular manner into one maximal set (macroset) that suf- 
fices for the unique expression of the meaning of a text in any 
of the input languages. This universal set of characteristics is 
regarded as an interlingua. Then, analysis will always lead di- 
rectly from the input text to universal characteristics, and syn- 
thesis begins immediately with these characteristics. In this 
approach, a special stage of transformation (between analysis 
and synthesis) is apparently practically nonexistent, because of 
the inclusion of aspects of transformation in analysis and syn- 
thesis. 

The interlingua, in this sense, is nothing other than a nota- 
tional system applicable for a unique, explicit, and sufficiently 
suitable expression of the meaning contained in texts in lan- 
guages subjected to translation. 

This position is entirely in agreement with the principles of 
the “100 per cent approach” to MT mentioned above, which 
requires that translation be realized “by the meaning,” i.e., 
that the meaning be extracted from the text being translated, 
written in a special, standard form, and then that the output- 
language text be constructed only according to this meaning, 
independent of the input text. 

Before proceeding to the question of the form of an inter- 
lingua, we shall touch, in passing, on the necessity for an inter- 
lingua that has arisen in the literature. 

The opponents of interlingua have indicated that its advan- 
tages (reducing the number of analysis algorithms) can only 
become effective for a rather large number of languages, while 
for three or four—and especially for only two—languages, the 
interlingua is not at all necessary, since it yields little advan- 
tage in the number of algorithms and complicates each of them. 
However, as we have said earlier, in binary translation, too, a 
certain   “intermediary   language”  is  applied—e.g.,  the  charac- 
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teristics of the output text obtained from analysis. V. H. Yngve 
has shown that nearly all algorithms apply an “intermediary 
language” even if inexplicitly and unconsciously. For example, 
in the French-English algorithm of Birkbeck College (in Eng- 
land), the dictionary is divided into French and English parts. 
Each French word has stored with it not its English equivalent 
but only the address of the location of its equivalent. The set of 
addresses in fact represents the “intermediary” or transitional 
language, as Yngve has called it. Such a “language” permits the 
writing of language information in the machine in the most 
economical form and is convenient in machine operations. 
Since these “intermediary languages” exist, they must be ap- 
plied deliberately. It now becomes apparent that interlingua is 
necessary both in binary translation and in multiple, and 
Yngve’s group (at M.I.T.) is occupied with developing an in- 
terlingua for German-English translation. 

Of course, there remains the purely terminological question: 
Should one call just any “intermediary” (transition) language 
an interlingua? 

Still another argument is used against interlingua: Interlin- 
gua, while decreasing the general number of analysis algorithms 
from n + n (n — 1) to 2n, i.e., in the ratio n2: 2n = n/2, (for 
twenty languages, a tenfold reduction), seems to lead to greater 
complexity of the algorithms. But this assertion is rather in- 
definite, for there does not exist at present a way of evaluating 
the “complexity” or the “simplicity” of algorithms. Moreover, 
no one has yet compared algorithms constructed in conjunction 
with an interlingua with algorithms in which interlingua is not 
used at all (if the latter, in fact, exists; see above). 

At present, the need for interlingua as such is recognized by 
all groups in the U.S.S.R., by the researchers in the Cambridge 
group in England, by V. H. Yngve’s group in the U.S.A., and 
by others. However, the form of the interlingua is not as yet 
decided upon. 

In the literature four types of interlinguas are discussed: 
(1) One of the natural languages may be used as an inter- 

lingua (e.g., the language of the country in which particular 
MT algorithms are being created). But since the interlingua 
must  ensure  a  monovalent,  explicit, and maximally economical 
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notation for meaning extracted from the input text, and no 
natural language satisfies these requirements, this method ap- 
parently is not being followed consistently by anyone in prac- 
tice. 

(2) The interlingua may consist of a standardized and sim- 
plified natural language. An example of this is the “Model Eng- 
lish” proposed by Stuart C. Dodd [41]. 

(3) The  interlingua may be  one  of  the artificial  interna- 
tional languages, such as Esperanto or Interlingua. The use of 
Interlingua as an interlingua has been studied by A. Gode [31]. 

(4) However, a method more likely to be useful is the crea- 
tion of specially adapted artificial languages for MT. Pioneer 
groups  dealing directly with  the problem of interlingua (at 
Cambridge, at Leningrad University, and at the MT Federa- 
tion in Moscow) have all come to the same conclusion: con- 
struction   of  an   interlingua  as  a  system  of  correspondences 
among natural languages (for simplicity in presentation, we 
shall not touch upon the differences existing among the ap- 
proaches used by  the groups mentioned).  This viewpoint is 
most fully presented in the publications of the Cambridge group 
in  presenting the so-called “thesaurus method”  ( [42],  [43] ). 

A thesaurus is a particular kind of dictionary in which words 
are grouped into thematic classes that are divided into sections 
and, further, into categories.9 In the most famous dictionary of 
this kind—Roget’s International Thesaurus of English Words 
and Phrases—there are six classes, twenty-four sections, and more 
than 1,000 categories. For example: The class “Space” includes 
the sections “General,” “Measurement,” “Form,” “Motion”; 
the section “Motion” is divided into the categories “Change of 
Position,” “Rest,” “Land Travel,” “Flying (air travel),” “Trav- 
eller,” “Sailor,” “Aeronaut,” etc. In addition to being joined 
into thematic groups, the words are listed alphabetically, and 
each is assigned numbers (or headings, called “heads”) for the 
thematic groups to which it belongs. 

A word can belong simultaneously to several groups, as in the 
case  of  homonyms  (“rock,”  as  skala  [cliff, crag],  or  as  kachat’ 

9 The term “thesaurus” is also used to refer to dictionaries in which the 
lexical system of a language is presented quite thoroughly. 
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[to rock]),  or in  the case of polysemy  (“rod,”  as sterzhen’ 
[stirring rod], or as rozga [birch rod]). 
The entry for the word “flat” from Roget’s Thesaurus is: 

flat 172—inertia 
191—story, level 
207—low 
213—horizontal 
223—color 
etc. 

In other words, every word has assigned to it series of syn- 
onyms with which it is associated (in various meanings); a ser- 
ies of synonyms (or rather, the group nearest to the word in 
meaning) forms a thematic category. 

Thesauri can also be interlingual. In that case, groups of 
words from several languages, similar in meaning, are joined 
into the same thematic category. 

Translation of lexical content is done in two stages when an 
interlingual thesaurus is used: 

(1) There may be several thematic-category numbers with 
the word to be translated, and the necessary number (that most 
suitable in the given context) is chosen first; for this purpose, 
sets of such numbers are compared for syntactically connected 
words, and common numbers are selected. 

(2) All words in the output language that are near in mean- 
ing, and might in a particular context be the equivalents of a 
given word, are pulled according to their thematic-category 
number. The choice of the proper equivalent from among sev- 
eral possible ones is made according to special rules belonging 
entirely to the output language. 

In the specially constructed thesaurus, where groups of words 
in various languages are, taken as a whole, mutually and 
uniquely related to one another, thematic-category numbers may 
be thought of as the words of an interlingua. 

The relations among semantic elements (words) in the in- 
terlingua can be expressed by the same indexes, with symbols 
for the related elements [55], or with parentheses grouping 
pairs of elements—the defining and the defined—so that a pair 
included  in  parentheses  may  be  thought  of as a single element 
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[49]. The interlingua of the Cambridge group does not have 
grammar in the general sense (number, case, tense). 

We shall not describe in detail the approaches of the Lenin- 
grad and Moscow groups to the problem of interlingua but 
shall refer the reader to the relevant publications: [1], [2], 
[3], [13]. We shall only note that workers in the Leningrad 
group have already obtained practical results. They have de- 
veloped an experimental version of interlingua for a series of 
natural languages (Russian, Czech, English, Indonesian, and 
others), and soon an experimental machine translation should 
be realized from any one of these languages to another, using 
interlingua. Along with the interlingua created by determina- 
tion of the correspondences among natural languages, another 
type of interlingua is possible: purely logical, developed from 
analysis of the content of some science but without introduc- 
tion of data from natural languages. Apparently, the members 
of Perry and Kent’s group in the U.S.A. and of the Electromod- 
eling Laboratory of VINITI10 in the U.S.S.R. are following this 
method. 

6. Formalization of Algorithm Notation 

In conjunction with the problem of interlingua, much atten- 
tion has been drawn to the question of a specialized “language” 
for MT algorithm notation. Because such a “language” per- 
mits a generally known standardization of algorithms, it sim- 
plifies their construction and control and, most of all, essen- 
tially simplifies their programming by permitting a transition 
to automatic programming. Formal notation for algorithms pre- 
supposes the use of a small number of precisely defined expres- 
sions (commands, questions, etc.). A standard program is made 
for the realization of each such expression. Then, since all ex- 
pressions have a standard form, the machine can decipher these 
expressions and replace them with the corresponding programs. 
In other words, automatic programming is nothing other than 
a  machine   translation  of   the  MT   algorithm   itself  from  the 

10 [VINITI = All-Union Institute of Scientific and Technical Information.— 
Tr.] 
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language in which it was written by the analyst to the internal 
language (the so-called “order code”) of a particular machine. 
Naturally, the more standardized and regular the initial nota- 
tion of the algorithm, the more simply the corresponding trans- 
lation is realized. 

Several MT groups apply a logico-mathematical symbolism 
as algorithm notation for finding predicates, augmented by a 
series of conditional designations (the Harvard and George- 
town groups in the U.S.A.). A special symbolic language, which 
includes designations of language elements and of the opera- 
tions being performed, has been developed by the Leningrad 
group. This language has been proved in practice—for writing 
several algorithms (11). 

The language presented by Yngve for writing algorithms 
(his programming language)—COMIT [65]—has still another 
structure. The essence of Yngve’s idea is that a single standard 
form is used for writing the rules composing the program. 
Each rule has five parts. The number of the rule is written in 
part I, and part V contains the number of the rule to which to 
proceed after carrying out the operations required by the pres- 
ent rule. In part II are indicated the elements (words, parts of 
words, etc.) or attributes on which to perform the operation; 
what is to be done with these elements or attributes (substitu- 
tion, erasure, or addition of elements; ascription or erasure of 
attributes; etc.) is shown in part III. Part IV defines the bound- 
ary of the algorithm to which the particular rule applies, and 
sometimes contains an indication about a transition to this or 
that subrule of the rule (this indication to be used by a special 
part of the algorithm, called the “dispatcher”). 

COMIT is used by the MT group at M.I.T. for writing algo- 
rithms, in particular, a German-English algorithm. COMIT is 
also beginning to be applied by several other groups in the 
U.S.A. 

The so-called “operator notation” for MT algorithms devel- 
oped by O. S. Kulagina ([4], [5]), in addition to introduc- 
ing a standard form of rules, contains a whole list of allowable 
operations—operators. An operator is a small algorithm han- 
dling one precisely specified part of a problem: e.g., verifying 
the  presence  of  an  attribute,  noting  an attribute, searching for 
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words with particular attributes. The operator has a fixed in- 
ternal structure but variable parameters; thus, one and the 
same operator can, for example, verify the presence of various 
attributes for various words. Kulagina’s operators are like stand- 
ard details [i.e., components] from which the MT algorithm 
is formulated. 

On the basis of the analytic part of the French-Russian algo- 
rithm ([6], [8]), Kulagina selected seventeen operators: three 
different verification operators, two different search operators, 
an erasure operator, an operator for inserting words, etc. These 
operators are not all bound to the specifics of the French lan- 
guage and can be applied in algorithms for a number of other 
languages. 

Thanks to the application of operators, the logical structure 
of the algorithms becomes quite explicit, and their construc- 
tion is thus simplified. Operator notation permits a transition 
to the automatic programming of algorithms. Kulagina has per- 
lormed an experiment in automatic programming of part of 
the Hungarian-Russian algorithm [12]; in five minutes, the 
machine constructed five programs that would have taken 
twenty to thirty man-days. 

The idea of operator notation seems highly productive; at 
present, and as a continuation of Kulagina’s work, a compila- 
tion of so-called algorithm operators is being made [14]. Op- 
erators connected with programming technique, with peculiari- 
ties of realization, are excluded from this compilation, and new 
operators resulting from the creation of a more complex type 
of algorithm are introduced. 

7. The Interaction of Man and Machine during MT 

This question has many interesting facets of which we shall 
mention several here. 

Man can participate in the process of MT either by initially 
preparing the text to aid the machine in handling multiva- 
lence, etc. (pre-editing), or by the necessary polishing of the 
rough translation made by the machine (postediting). The 
question  of  the  usefulness  of  pre-  or  postediting  (or  of both) 
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still remains unsolved. Most researchers are inclined to prefer 
postediting, though there are no exact figures on this. Evidently, 
Y. Bar-Hillel vas right [22] in emphasizing the importance of 
pre- or postediting and in indicating that, since high-quality, 
fully automatic translation is not at first achievable, it would 
be desirable to organize an intelligent interaction between man 
and machine and to arrive as quickly as possible at partially 
automatic mass translation. This would permit the accumula- 
tion of valuable experience for the further development of ma- 
chine translation. 

Electronic computers can be successfully applied to assist hu- 
mans in varied research on language. During the 1950’s, sev- 
eral experiments were conducted in which the machine helped 
to produce, with minimal expenditure of time and effort, list- 
ings (“concordances”) of large quantities of text: of the Bible, 
of the preachings of Thomas Aquinas, of the Dead Sea Scrolls, 
etc. (see papers by Cook [25], Tasman [57], and Ellison). 

All of these experiments demonstrated the usefulness of com- 
puters in various kinds of lexicographic work (extracting dic- 
tionary materials from text, sorting these materials, etc.), and 
for all sorts of statistical counts: machine-aided calculation of 
the frequencies of letters and morphemes, words, and even syn- 
tactic constructions; thus, the National Bureau of Standards 
produced a frequency count for various kinds of syntactic con- 
structions for English using the SEAC [56]. Such application 
of machines has great value not only for MT but also for lin- 
guistics as a whole. 

Experiments involving “learning machines” are especially in- 
teresting; “learning” is used here in its broadest conditional 
sense. The simplest such experiment involves a machine’s com- 
pleting its own dictionary independently during the transla- 
tion. A word in the text to be translated, but not in the diction- 
ary, is pulled from the text along with the defining context 
and an indication of its text location; then it is placed in the 
dictionary in alphabetic order. A man then writes the necessary 
dictionary information (in the MT groups of Harvard Univer- 
sity, U.S.A., and at Birkbeck College, England). 

In the MT studies being conducted by the group at The 
RAND  Corporation  (U.S.A.),   the   machine  is  expanding  the 
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list of elementary syntactic constructions available to it.11 Se- 
quences of words not corresponding to any in the list are 
printed out by the machine along with their text location and 
are classified by specific characteristics for later study by lin- 
guists. 

We should note experiments in applying the machine for 
automation and even for automatically writing MT algorithms. 
For example, a plan developed at the Computation Laboratory 
of Harvard University is as follows. A word-for-word Russian- 
English translation is made with the aid of the machine. This 
translation is corrected by a posteditor using special instruc- 
tions prescribing definite actions and the writing of changes in- 
troduced in a standard form. The postedited translation is 
again input to the machine, which compares it with the initial 
(word-for-word) translation, discovers the differences, collects 
and classifies them, and then, on the basis of an analysis of these 
differences, constructs an algorithm capable of introducing into 
the word-for-word translation the same changes that had been 
written in by the posteditor. This algorithm is included in the 
initial stage of the translation, and initial translation improves. 
Now the posteditor receives something better than a word-for- 
word translation. Once again he corrects the text, which is again 
input to the machine, and the cycle is repeated until the qual- 
ity of translations output by the machine satisfies the posteditor. 
Thus the machine is able, as it were, to “learn” by analyzing 
and  imitating the actions of the posteditor ([30], [36], [45]). 

8. Some Facts about Work in MT 

In the preceding sections no exhaustive characterization of all 
the basic problems of MT is to be found. These sections are 
meant only to give the reader a general idea of the state of ma- 
chine translation. 

Machine translation is a little over ten years old. The idea of 
mechanizing translation from one language to another was ex- 
pressed  by  the  Soviet  inventor  P. P. Troyansky  as  far back as 

11. [In  fact, the machine has not done more than aid in the expansion.—Tr.] 
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1933; in that year Troyansky obtained a patent for his translat- 
ing machine.12 But at that time Troyansky’s ideas did not re- 
ceive the necessary development. After the invention of high- 
speed electronic computers, the idea of mechanizing transla- 
tion with their aid arose once again (1946, Weaver and Booth); 
in 1949, the first research was begun (in the U.S.A.). In 1952, 
the Massachusetts Institute of Technology called the First Con- 
ference on MT, and from then on the number of publications 
dedicated to MT questions has risen steadily. In the beginning 
of 1954, IBM conducted an experiment in Russian-English 
translation on the IBM 701. Thus, the possibility of MT was 
proven in practice. In the U.S.S.R., work on MT began in 1954, 
and in 1956, English-Russian and French-Russian translations 
were realized. Since 1955, more new groups have joined in MT 
research. The scope of the work has been increasing steadily. 

At present, machine translation is being pursued in the fol- 
lowing countries: the U.S.S.R., the U.S.A., England, Japan, 
China, Czechoslovakia, Italy, France, Sweden, Israel, Mexico, 
and India. Only the U.S.A. has more than ten groups partici- 
pating. These groups are concentrated in the larger research 
centers, such as the universities—Harvard, Georgetown, Wash- 
ington, Chicago, M.I.T., and others; and in corporations— 
RAND and Ramo-Wooldridge; etc. The largest of the groups 
includes dozens of workers. There are two groups at work in 
England (Birkbeck College and Cambridge University13). In the 
U.S.S.R., five groups in Moscow are working on MT and re- 
lated problems (at the Pedagogical Institute of Foreign Lan- 
guages and at four institutes of the Academy of Sciences: the 
Mathematics Institute, the Institute of Precise Mechanics and 
Computer Techniques, the Electromodeling Laboratory of 
VINITI, and the Institute of Linguistics); and there is one 
group in each of five other cities: Leningrad (Leningrad Uni- 
versity),   Kiev  (Kiev   University   and  the   Computational  Cen- 

12   See the brochure “Perevodnaya mashina P. P. Troyanskogo” [“The Trans- 
lation Machine of P. P. Troyansky”], published in 1959 by the Izd-vo Akademii 
nauk SSSR, Moscow, pp. 1-40 (translated in JPRS 3532, U.S. Joint Publications 
Research Service, July, 1960, pp. 1-39). 

13  [The  Cambridge  Language  Research  Unit is actually independent of the 
University.—Tr.] 
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ter of the Academy of Sciences), Erevan (Computational Cen- 
ter of the Armenian S.S.R.), Tbilisi (Institute of Automatics 
and Telemechanics of the Georgian Academy of Sciences), and 
Gorky (Radiophysical Institute). 

In the U.S.A. and in the U.S.S.R., special journals are pub- 
lished on MT: Mechanical Translation (M.I.T.) and Mashinnyj 
perevod i prikladnaya lingvistika [Machine Translation and 
Applied Linguistics] (Moscow Institute of Foreign Languages). 

The group of languages being machine translated has greatly 
increased. Whereas attention at first was primarily concentrated 
on Russian and English, work is now being conducted on MT 
in the following languages as well: French, German, Italian, 
Chinese, Hindi, Japanese, Indonesian, Arabic, Hungarian, 
Czech, Georgian, Armenian, and others. 

From 1957 to 1960, quite a few experimental machine trans- 
lations were made both in the U.S.S.R. and abroad. At the 
Mathematics Institute, French-English translation experiments 
have been conducted that include translations of selected run- 
ning texts; examples of phrases translated by the machine ap- 
pear in [7] and [23]. Recently, English-Russian translation 
experiments have been begun there, too. 

Experimental Russian-English translations have been made 
by various groups in the U.S.A. The Harvard and Georgetown 
groups and that at The RAND Corporation conduct these ex- 
periments more or less regularly. 

MT experiments have been conducted successfully from 
French to English, from Russian and English to Chinese, from 
English to Japanese, and from English to Czech in England, 
China, Japan, and Czechoslovakia. 

The experience accumulated as a result of these experiments 
has permitted the serious undertaking of mass MT. Further 
development of the theory of MT needed here will lead to the 
presentation of new and interesting problems and will have 
considerable influence on linguistics as a whole.14 

14 The author expresses his sincere gratitude to V. V. Ivanov, A. A. Reformat- 
sky, O.S. Kulagina, and L. N. Iordanskaya for their valuable notes and advice. 
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